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Development of Large-Scale Farming Based on Explainable 
Machine Learning for a Sustainable Rural Economy: The 
Case of Cyber Risk Analysis to Prevent Costly Data Breaches
Yuelin Kang

Railway Rolling Stock Secondary School, Hunan Vocational College of Railway Technology, Zhuzhou, 
China

ABSTRACT
Risk management is essential to every organization’s management 
plan. It is the strategy by which organizations handle the risks 
involved with their actions to profit or avoid making decisions 
that will cost them financially in each activity. Identifying and 
mitigating potential digital threats and developing and implement-
ing procedures to significantly reduce the likelihood of an organi-
zation being targeted by cyberattacks are at the core of effective 
risk management. This is especially true regarding the risks asso-
ciated with an organization’s digital footprint. A particularly signifi-
cant threat to reputation, but also at the same time indirect and 
direct costs, is the data breach that occurs when a security incident 
occurs about the data for which the organization is responsible, 
which results in a violation of confidentiality, availability, or the 
integrity of the data it manages. On the other hand, the rapid 
development of technology has transformed the agricultural indus-
try, allowing for large-scale farming based on machine learning and 
other advanced tools. However, this transformation also exposes 
farms to cyber risks that can lead to costly data breaches. In this 
study, we propose a framework for incorporating explainable 
machine learning (exML) techniques into large-scale farming to 
enhance cyber risk analysis, mitigate cyber threats, and foster 
a sustainable rural economy. Specifically, given that an organization 
needs to implement the appropriate technical and organizational 
measures to avoid possible data breaches, this work presents an 
analytical stochastic modeling of risk with a multi-criteria objective 
function of low complexity, a factor in an incentive system, to 
model investment value and cost balancing. The motivation behind 
the proposed method is to improve cybersecurity, protect data and 
reputation, foster a sustainable rural economy, leverage explainable 
machine learning, and adapt to the changing technological land-
scape. By addressing these motivations, the method aims to pro-
vide a comprehensive and effective approach to cyber risk analysis 
in large-scale farming.
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Introduction

Protecting sensitive information from being disclosed to unauthorized third 
parties has emerged as one of the most significant security challenges for businesses 
nowadays (Laube and Böhme 2017; Miao et al. 2021). Since the volume of data 
generated in the digital era is growing exponentially, data breaches are becoming 
more prevalent. In some contexts, theft or loss of digital media holding unen-
crypted data might be considered a data breach. This breach involves the violation 
of data and the interception of data, as well as the transfer of sensitive information 
to the information systems of a potentially hostile organization, such as 
a competitor or a foreign nation, where it may be decrypted and used in 
a manner not agreed upon by the entities that are the actual owners of the 
information in question. This breach also involves the transfer of sensitive infor-
mation to the information systems of a potentially hostile organization, such as 
a competitor or a foreign nation (Zou et al. 2019).

In general, a security breach that results in the accidental or unlawful 
destruction, loss, alteration, unauthorized disclosure, or access to protected 
data transmitted, stored, or otherwise processed is one of the most severe 
modern problems, as it can result in high indirect or direct costs and irrepar-
able problems in managing an organization’s reputation and solvency (Refsdal 
et al. 2015). To secure data, companies often must incur additional charges to 
take precautionary measures to prevent data breaches (Varshney et al. 2020)

Risk management processes have been designed ongoing throughout the 
project, particularly for all personnel called upon to manage sensitive data. 
Their use can be made in projects of any size, from very small (done by a single 
person) to very vast and complex (Telang 2015; Teymourlouei and Harris  
2018) Although many problems can be addressed in advance, allowing the 
project manager to identify a specific path with distinct levels, risk manage-
ment frequently fails to determine the exact cost of a data leak, resulting in the 
actual price being perceived a posteriori, which is often disastrous for an 
organization’s financial future (Lagazio, Sherif, and Cushman 2014).

According to this logic, risk analysis methods should include technology 
means for identifying prospective dangers and analyzing their capabilities so 
that the most significant ones may be controlled (Basallo, Estrada Senti, and 
Martinez Sanchez 2018; Refsdal et al. 2015). Also, have procedures for accu-
rately identifying them on an ongoing basis so there can be resource allocation 
and assurance procedures corresponding to the associated risk level. In this 
spirit, this work presents an advanced cyber risk analysis prototype to prevent 
costly data breaches from business management information systems. It is 
analytical stochastic modeling of risk with a multi-criteria objective function 
of low complexity, which is set as a factor in an incentive system to model the 
balancing of investment and cost equilibrium (Liang et al. 2020; Torra and 
Torra 2017; Zhiru et al. 2021).
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It is inspired by game theory (Akinwumi et al. 2017; Do et al. 2017; 
Mednikov et al. 2017), which deals with the study of elements that char-
acterize situations of competitive interdependence with an emphasis on the 
decision-making process of more than one decision-maker opponent 
(Ahmadlou and Adeli 2010; Xinhe et al. 2008). Using simple calculations 
and logic, it is a scientific process that can study – and most likely predict – 
how individuals or groups of individuals make decisions in a competing 
field or environment.

The motivation behind the proposed method of incorporating explainable 
machine learning techniques into large-scale farming for cyber risk analysis is 
driven by several key factors:

(1) Enhancing Cybersecurity: The primary motivation is to enhance cyber-
security in the agricultural industry. As the industry increasingly adopts 
advanced technologies and relies on digital systems, the risk of cyber-
attacks and data breaches becomes more significant. By integrating 
explainable machine learning techniques into risk analysis, the pro-
posed method aims to identify and mitigate cyber threats effectively, 
thereby improving the overall cybersecurity posture of farms.

(2) Protecting Data and Reputation: Data breaches can have severe con-
sequences, including financial losses, reputational damage, and legal 
liabilities. The proposed method seeks to protect the data for which 
organizations are responsible and maintain the confidentiality, avail-
ability, and integrity of that data. By identifying potential vulnerabilities 
and implementing appropriate measures, the method aims to safeguard 
sensitive information and prevent costly breaches that could impact the 
reputation and trust of the organization.

(3) Promoting Sustainable Rural Economy: A sustainable rural economy 
relies on the efficient and secure functioning of agricultural operations. 
By addressing cyber risks and enhancing cybersecurity practices, the 
proposed method aims to foster a sustainable rural economy. By redu-
cing the potential financial losses and disruptions caused by cyber 
incidents, farmers and organizations can maintain operational conti-
nuity, preserve their economic viability, and contribute to the long-term 
sustainability of the agricultural sector.

(4) Leveraging Explainable Machine Learning: The use of explainable 
machine learning techniques is motivated by the need to understand 
and interpret the risk analysis results effectively. By incorporating tech-
niques that provide transparent and interpretable insights, farmers and 
stakeholders can better comprehend the factors contributing to cyber 
risks and make informed decisions regarding risk mitigation strategies. 
Explainability also promotes trust and acceptance of the risk analysis 
process among users, making it more accessible and actionable.
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(5) Adapting to Technological Advancements: The proposed method 
acknowledges the transformation of the agricultural industry through 
technological advancements, such as machine learning. By embracing 
these advancements and leveraging them for cyber risk analysis, the 
method aims to align risk management practices with the evolving digital 
landscape. It recognizes the need to adapt and utilize advanced tools and 
techniques to effectively address the emerging cyber threats that arise 
from increased connectivity and automation in large-scale farming.

The scientific innovation of the proposed framework lies in the integration of 
explainable machine learning (exML) techniques into large-scale farming to 
enhance cyber risk analysis and mitigation. While the agricultural industry has 
witnessed the transformation brought about by technology, including machine 
learning and advanced tools, it has also become vulnerable to cyber risks and 
data breaches. Therefore, the framework aims to address this specific challenge 
by introducing novel methodologies and approaches.

(1) Incorporating exML Techniques: The integration of explainable 
machine learning techniques into the framework allows for transparent 
and interpretable risk analysis. By utilizing exML models, the frame-
work can provide insights into the decision-making process of the 
system, enabling organizations to understand how risks are identified, 
assessed, and managed. This enhances the overall transparency and 
trustworthiness of the risk analysis process.

(2) Analytical Stochastic Modeling of Risk: The framework introduces 
analytical stochastic modeling to quantify and assess cyber risks in 
large-scale farming. This modeling approach takes into account various 
factors and uncertainties associated with cyber threats, enabling a more 
comprehensive and realistic risk assessment. By incorporating stochas-
tic modeling, the framework provides a more robust and accurate 
representation of risk probabilities and potential impacts.

(3) Multi-Criteria Objective Function: The framework utilizes a multi-criteria 
objective function to balance investment value and cost in risk management 
decisions. This approach considers multiple criteria, such as the value of 
assets at risk, the potential financial impact of data breaches, and the cost- 
effectiveness of mitigation measures. By incorporating these criteria into the 
decision-making process, organizations can make informed choices that 
optimize resource allocation and risk reduction efforts.

(4) Sustainable Rural Economy Focus: The proposed framework highlights 
the importance of fostering a sustainable rural economy through effec-
tive cyber risk management. By safeguarding sensitive agricultural data 
and protecting against data breaches, the framework contributes to 
building resilience and maintaining trust in the agricultural industry. 
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This focus on sustainability aligns with broader societal goals of eco-
nomic stability and longevity in rural areas.

The scientific innovation of this framework lies in the combination of exML 
techniques, analytical stochastic modeling, multi-criteria decision-making, 
and a focus on sustainable agriculture. By integrating these elements, the 
framework offers a novel and comprehensive approach to addressing cyber 
risks in large-scale farming, enhancing risk analysis, and promoting 
a sustainable rural economy.

The following sections of the paper are structured as follows: the second 
section of this article discusses the research studies that are related to the topic 
at hand; the third section is an in-depth analysis of the Cyber Risk Analysis 
Prototype; the fourth section presents the findings of the proposed method, 
and the final section the research is summed up in the conclusion section.

Related Research

A growing number of people in the Information Systems community and 
economic worlds are concerned about how best to spend their money on cyber 
security (Bates and Ul Hassan 2019; Musman and Turner 2018; Zhiru et al.  
2021). There have been numerous previous studies, but none give a framework 
that combines risk analysis, user behavior, and big data analytics to provide 
a holistic approach to risk estimation and cyber insurance computation.

For example, Akinwumi et al (Akinwumi et al. 2017) surveyed game-theoretic 
models for managing cyber security risk. In this article, the challenges associated 
with modeling and some studies on the topic are discussed, as is the requirement 
for a game-theoretic approach to the management of cyber risk. The review 
outcomes illustrated the superior qualities and traits that set each model apart. 
In addition to this, it has come to light that the algorithms are in their infancy and 
require a large amount of development and improvement. The survey’s conclu-
sions are presented on several existing models for a game-theoretic approach to the 
management of cybersecurity, with particular attention paid to the models’ advan-
tages, disadvantages, opportunities, and threats. According to the findings, these 
systems are still in their early stages and require substantial further development. In 
addition, a synopsis of recent research on cyber risk management based on these 
methodologies is presented, emphasizing the motivations, targets, methods, and 
related restrictions. Because of the threats associated with cyber security change 
and the introduction of new technologies, it is essential to review and update the 
cyber security plan continually. Therefore, the primary focus of study in the future 
should be on experimentally validating these models and constructing models that 
address both actual and expected concerns or hazards to cyber security and some 
of the deficiencies of the works that have been examined.
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Also, Musman and Turner (Musman and Turner 2018) introduced the 
Cyber Security Game, a strategy realized in software that quantifies cyber 
protection risks and utilizes this measure to find the ideal security solutions 
to deploy for any given expenditure level. Decreasing mission risk increases 
a system’s capacity to function in today’s disputed cyber environment. The 
grade is arrived at by first estimating the impacts of cyber events through 
a project impact model and then combining those results with the probability 
that assaults will be successful. Their game considers the widespread inter-
connectivity of cyber systems, in which defenders are required to protect 
against all multi-step attack paths. In contrast, attackers are simply the only 
ones to follow. It takes a game-theoretic approach by formulating a game that 
finds defensive options for mitigating the utmost cyber risk.

Do et al (Do et al. 2017) surveyed current game-theoretic methods for cyber 
security and privacy, classifying them as security or privacy approaches. They 
chose to research three significant applications of game theory in cyberspace 
security and anonymity to demonstrate how it is applied: cyber-physical security, 
authentication protocols, and privacy. They discussed the chosen works’ game 
concepts, characteristics, solutions, and their pros and disadvantages, from 
design through execution of the defensive systems. Additionally, they recognized 
some new patterns and research issues for future study. They aimed to familiarize 
the reader with cutting-edge research and diverse game-theoretic approaches to 
online security and privacy challenges. They studied the lengthy history of the 
development of some problems, such as survivability, denial of service, and data 
forwarding. They concluded that more research is necessary, given the fast 
evolution of communication technology (Sullivan 2019). Additionally, they 
reviewed new security topics such as cyber-physical safety, survivability, infor-
mation exchange, and steganography, which have received less attention in the 
literature but are gaining interest lately. Finally, they discussed increasing risks in 
cyberspace and suggested future avenues for game-theoretic techniques.

Feng et al (Feng et al. 2018) suggested a framework for risk management in 
the blockchain service industry by offering cyber-insurance to shield the block-
chain provider against double-spending assaults financially. They selected cyber 
insurance as a cost-effective method of mitigating cyber risks associated with 
assaults on blockchain networks. They evaluated a market for blockchain ser-
vices consisting of infrastructure providers, blockchain providers, cyber- 
insurers, and customers. The blockchain provider acquires computer resources 
required to sustain the blockchain consensus from the infrastructure supplier, 
for example, a cloud, and then sells blockchain services to consumers. 
Additionally, they ran comprehensive simulations to ascertain the market enti-
ties’ performance at equilibrium. They intended further to research the long-run 
rivalry between blockchain providers and cyber-insurers (Piprani 2006).

Stephen Grey presented standard approaches for analyzing project con-
tingencies, highlighting severe flaws in those that are only focused on risk 
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occurrences or line-item ranges. He described the risk factor technique, 
eliminating these flaws and making the procedure more realistic and less 
time-consuming. He demonstrated how a conscientious approach might 
reduce the complexity of generating estimates of unknown numbers and 
more accurate evaluations of the range of likely outcomes. He explained 
how a principled approach might reduce the complexity of developing 
estimates of unknown numbers. It is predicated on paying close attention 
to the evaluation context and utilizing procedures that minimize the pos-
sibility of bias. The presentation contains graphics illustrating how He may 
implement the idea in several projects, including information technology 
and construction. When risk factor modeling and context-based range 
estimation are coupled, the pressure on analysts and their clients is reduced 
while producing more realistic and informative findings. Figure 1 depicts 
a risk factor modeling scenario (Cost and Schedule Risk Assessment – Risk 
Factor Modelling (Broadleaf 2022).

Finally, Panou et al (Panou, Ntantogian, and Xenakis 2017) proposed the 
RiSKi framework, a cyber investment management structure that incorporates 
detection and continuous monitoring of insiders’ social behavior, to the extent 
permitted by law, to proactively resolve implied anomalies and threats and 
their potential business impact and risks. Furthermore, it provides access to 
publicly available security incident data to assist organizations in improving 
their understanding of security and capacity to understand the threats and 
penalties connected with cyber breaches, allowing for a faster recovery period 
following an incidence. Furthermore, using a web crawler provides direct 
access to publicly available data on security incidents, allowing the company 
to advance its cybersecurity knowledge and understanding of the threats and 
implications associated with cyber breaches, ultimately allowing for rapid 
recovery from an event.

Figure 1. Cost and schedule risk assessment – risk factor modelling.
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Cyber Risk Analysis Prototype

The proposed implementation is based on creating an objective function 
related to system modeling that simulates a conventional medium-sized 
enterprise (Schmitz and Pape 2020). This organization manages sensitive 
personal data related to health. The model aims at the optimal long-term 
design of the system risk analysis (Chua, Sheng Teh, and Herbland 2021; 
Torra and Torra 2017; Yun-Jie, Wen-Qi, and Ling 2018). This includes 
finding new investments in network business resources and the appro-
priate integration of units in the system. With the given technological 
constraints or strategy constraints, the maximization of the profit func-
tion – minimization of the cost function is achieved. The objective part 
of the model is to maximize the present value of the profit by balancing 
the solutions of securing valuable information with the calculation of 
costs in case of data leakage (Hassanzadeh, Biddle, and Marsen 2021; 
Joseph 2017). The quantity demanded and the equilibrium value is the 
locus of the points that arise because of the problem of optimizing the 
organization’s utility. To simulate the locus, we considered a linear 
function pi;s;t ¼ ai;s;t � βi;s;t � Di;s;t with parameters ai;s;tandβi;s;t.

The cost function is an ascending and non-linear function.
In the short-term study, the organization has contracted investments of 

a given range from which it is obliged to repay whether to use them. If they 
need bigger ones, the company is looking for them. Therefore, finding addi-
tional investments is more complicated and involves more significant invest-
ment efforts (Akinwumi et al. 2017; McCord et al. 2020; Xenya and Quist- 
Aphetsi 2019). On the other hand, in the medium-long-term horizon, the 
company can evaluate various benefits that offset operating costs. In addition, 
through the optimization problem, the company can change its required 
investments in the long run. Therefore, the cost curve is increasing but 
smoother than the short-term horizon. The system is studied from 2010 
(base year) to 2030. For the first years of study, in which it is difficult to find 
investments, the cost functions resemble the short-term horizon, while as the 
years go by, the cost functions resemble the long-term horizon (Laube and 
Böhme 2017; McCord et al. 2020; Zhiru et al. 2021). In conclusion, the factors 
that affect the value of the objective function are:

Revenue is calculated as follows: 
X

s
pi;s;t � Di;s;t (1) 

And the costs at which they add up:
The cost of purchasing equipment:
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The variable cost of storage units, which changes as the amount of data stored 
changes:
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The fixed cost of data centers:
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The capital cost of investments in new data centers (is the initial expendi-
ture required for new data center construction):
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In the renovation of old data centers:
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The capital cost of investments in cloud infrastructure:

X

τ�t
npxi;τ;t ρρi;τ

� �
� PCXi;τ;t (7) 

The cost of using the network infrastructure:

X

t
e� δt �t �

X

k

X

s
hrss � FLk;s;t � gcuk;t

 !

(8) 

So, the final objective function that describes the optimal long-term risk 
analysis design of the system is (Bhoyar and Yadav 2017; Do et al. 2017; 
Refsdal et al. 2015): 
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The above function represents the present value of cost investment balance for 
implementing the cyber risk analysis prototype to prevent costly data breaches 
from the business management information system (Myklebust and Ove 
Båtevik 2022; Xenya and Quist-Aphetsi 2019).

To make this implementation more legible for audiences, let’s delve into 
a detailed explanation:

(1) Objective Function: An objective function is a mathematical expression 
that defines the goal to be maximized or minimized in a system. In this 
case, the objective function is designed to capture the objectives and 
constraints specific to a convention-sized enterprise. These objectives 
can include maximizing profits, minimizing costs, optimizing resource 
allocation, or achieving a desired level of customer satisfaction.

(2) System Modeling: System modeling refers to the process of creating 
a mathematical representation of the convention-sized enterprise. This 
model encompasses various components, such as operational processes, 
resources, constraints, and relationships among different elements within 
the enterprise. The model captures the dynamics and interactions of these 
components to simulate the behavior and performance of the enterprise.

(3) Simulation: By incorporating the objective function into the system 
model, the proposed implementation allows for simulation of the con-
vention-sized enterprise. Simulation involves running the model using 
input data and parameters to simulate the enterprise’s operations over 
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time. This simulation generates outputs that reflect the enterprise’s 
performance under different scenarios and conditions.

(4) Analysis and Optimization: The simulation outputs are then analyzed 
using the objective function. The objective function serves as 
a quantitative measure to evaluate the performance of the enterprise 
based on the simulation results. It enables the identification of optimal 
solutions or decisions that align with the enterprise’s goals and con-
straints. This analysis can help identify potential areas for improvement, 
uncover bottlenecks, or optimize resource allocation for better outcomes.

(5) Decision Support: The objective function, combined with the simulation 
outputs and analysis, provides decision support for the convention-sized 
enterprise. It assists in making informed decisions by quantifying the trade- 
offs between different objectives and considering the impact of various 
factors on the enterprise’s performance. Decision-makers can use this 
information to identify strategies, policies, or interventions that can 
enhance the enterprise’s overall performance and achieve desired outcomes.

By employing the proposed objective function and system modeling 
approach, the implementation enables a quantitative analysis of 
a convention-sized enterprise. It provides decision-makers with 
a structured and data-driven framework to evaluate and optimize the 
enterprise’s operations. This approach offers insights into the enterprise’s 
performance, facilitates scenario testing, and supports evidence-based deci-
sion-making.

It’s important to note that the specifics of the objective function and system 
model would need to be defined in accordance with the unique characteristics 
and goals of the convention-sized enterprise. This would involve considering 
relevant factors such as revenue streams, cost structures, resource capacities, 
customer demands, and any other pertinent variables that drive the enter-
prise’s performance.

For the prototype in question, it must be proved that there is a solution’s 
uniqueness to demonstrate its application’s usefulness.

The Cyber Risk Analysis Prototype is a detailed tool that aims to assist 
organizations in assessing and managing cyber risks effectively. It provides 
a comprehensive framework for analyzing potential threats, vulnerabilities, 
and their associated impacts, allowing organizations to make informed 
decisions about risk mitigation and resource allocation. The prototype 
incorporates various components and methodologies to achieve its 
objectives:

(1) Threat Identification: The prototype begins by identifying potential cyber 
threats relevant to the organization’s digital footprint and operations. This 
involves conducting a thorough analysis of the threat landscape, 
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considering both external and internal threats. External threats may include 
malicious actors, hacking attempts, or social engineering attacks, while 
internal threats may involve insider threats or accidental data leaks.

(2) Vulnerability Assessment: Once the threats are identified, the prototype 
performs a vulnerability assessment to determine the weaknesses and 
vulnerabilities within the organization’s systems, infrastructure, and pro-
cesses. This assessment may involve conducting penetration testing, vulner-
ability scanning, or security audits to identify potential entry points for 
cyber attacks.

(3) Risk Quantification: The prototype then quantifies the identified cyber 
risks by assessing the probability of occurrence and the potential impact 
of each risk. It takes into account factors such as the likelihood of 
successful attacks, the value of assets at risk (e.g., sensitive data, intel-
lectual property), and the potential financial, operational, or reputa-
tional consequences of a successful breach. By assigning quantitative 
values to these factors, the prototype provides a means to compare and 
prioritize risks based on their severity.

(4) Risk Mitigation Strategies: Based on the identified risks and their associated 
impact, the prototype recommends risk mitigation strategies. These strate-
gies may include technical measures such as implementing firewalls, intru-
sion detection systems, or encryption protocols, as well as organizational 
measures like employee training, incident response plans, and access con-
trols. The prototype provides insights into the effectiveness and cost- 
effectiveness of various mitigation options to aid decision-making.

(5) Cost-Benefit Analysis: To assist organizations in making informed deci-
sions about risk mitigation investments, the prototype incorporates a cost- 
benefit analysis. It evaluates the potential costs of implementing mitigation 
measures against the expected benefits in terms of risk reduction and 
potential cost savings from averting or minimizing cyber incidents. This 
analysis helps organizations strike a balance between the investment 
required for mitigation and the potential impact of a cyber breach.

(6) Monitoring and Adaptation: The prototype emphasizes the importance 
of continuous monitoring and adaptation to evolving cyber risks. It 
provides mechanisms for organizations to track changes in the threat 
landscape, update vulnerability assessments, and reassess risk levels 
periodically. This ensures that the risk analysis remains up to date and 
aligned with the dynamic nature of cyber threats.

(7) Reporting and Visualization: The prototype offers reporting and visua-
lization capabilities to present the results of the risk analysis in a clear 
and understandable manner. This includes generating visual represen-
tations of risk levels, heat maps highlighting areas of high vulnerability, 
and comprehensive reports that summarize the identified risks, recom-
mended mitigation strategies, and cost-benefit analysis.
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The Cyber Risk Analysis Prototype integrates these components into 
a cohesive toolset, providing organizations with a systematic and structured 
approach to assess, prioritize, and mitigate cyber risks. By leveraging this 
prototype, organizations can enhance their overall cybersecurity posture, 
reduce the likelihood and impact of cyber incidents, and make informed 
decisions to protect their digital assets and reputation.

Modeling and Simulation

A function is convex if and only if it holds (Akinwumi et al. 2017; Zhiru et al. 2021): 

f 1 � λð Þ � xþ λ � yð Þ � 1 � λð Þ � f xð Þ þ λ � f yð Þ; 0< λ< 1 (10) 

All constraints of the causal model are linear functions, so it is concluded that 
they are convex. In addition, the sets x resulting from a convex function as: 

x j f xð Þ � af g (11) 

it is also convex.
For two convex sets, it holds that their intersection is a convex set, so it 

follows that the space of feasible solutions as the intersection of the convex sets 
defined by each constraint is a convex set.

In this model, the optimization concerns the maximization of the objective 
function. When the space of feasible solutions is convex and the problem to be 
solved is to find the maximum, then it is enough for the objective function to 
be genuinely concave or, respectively, its first derivative to be genuinely 
decreasing so that the solution is unique. The objective function calculates 
the equilibrium value of cost investments. This results from subtracting the 
cost function from the business revenue function. The company’s income as 
a function of the requested value is a hollow function with the result that the 
first derivative is decreasing. The first derivative of the cost function is incre-
mental, as can be deduced from the addition of genuinely increasing variable 
and capital cost functions (Akinwumi et al. 2017; Refsdal et al. 2015, OTM et 
al. 2006).

Without damage to the generality, there are q1, q2 with q1 < q2 such that: 

f 0jq1
> g0jq1

and f 0
�
�
�
q2
< g0jq2

(12) 

Otherwise, the company would have negative profits, not a long-term steady 
state.

The first derivative of the objective function is genuinely decreasing, and 
given its strength, there is a period such that the company’s profits are positive. 
In addition, there is a point where the first derivative of the revenue function is 
equal to the cost function, that is, such that: 
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f 0jq ¼ g0jq (13) 

This point is a unique solution to the objective function since its first deriva-
tive is genuinely monotonous.

To simulate and draw the conclusions of the proposed methodology, we will 
show that the expected total costs are equal to the typical total investment, thus 
creating a value for equalizing cost investments. To reach this conclusion, we 
must first prove a proposition that states that the expected payout and the 
expected virtual benefit of a strategic player are equal. Specifically, in each 
environment of a unique parameter with distributions of personal value F1, F2, 
. . ., Fn each mechanism Strategy Incentive Compatible (SIC) (x, p), for each 
strategic player i and each personal value v − i from the rest strategic players 
apply (Hassanzadeh, Biddle, and Marsen 2021; Laube and Böhme 2017): 

Evi,Fi pi vð Þ½ � ¼ Evir,Fi φi við Þ � xi vð Þ
� �

(14) 

We employ a specific theory inspired by game theory to prove the following 
thesis. Games are a mathematical approach to studying problems relating to 
making decisions in conflict and cooperative settings. The fundamental pre-
mise is that “intelligent” and “reasonable” action exists. A player is described 
as “intelligent,” which means he knows exactly how to play the game, and 
“reasonable,” which means he plays intending to maximize his benefit. It is 
critical to underline that each player’s profit in the game is dependent not only 
on his own choices but also on the choices of the other players (who are not 
necessarily treated as his opponents). In the suggested game, two or more 
rational players with competing aims choose modes of action, resulting 
in situations of competitive interdependence (Chen and Bo-Han 2018; Hou, 
Driessen, and Sun 2015).

To apply and simulate the proposed template, according to Myerson, the 
amount of payment for a strategic player i in a SIC mechanism with 
a distribution rule x continuous and generable for the vector of personal values, 
the following relation gives v (Bhoyar and Yadav 2017; Laube and Böhme 2017): 

pi vi; v� ið Þ ¼ ò

vi

0
z �
@xi z; v� ið Þ

@z
dz (15) 

Let a random strategic player i. We will have: 

Evi,Fi pi vð Þ½ � ¼ ò

vmax

0
pi vð Þfi við Þdvi ¼ ò

vmax

0
ò

vi

0
z �
@xi z; v� ið Þ

@z
dz

� �

fi við Þdvi (16) 

Changing the order of completion, we have how: 
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ðvmax

0

ðvi

0
z �
@xi z; v� ið Þ

@z
dz

� �

fi við Þdvi

¼

ðvmax

0

ðvmax

z
fi við Þdvi

� �

z �
@xi z; v� ið Þ

@z
dz

¼

ðvmax

0
1 � Fi zð Þð Þ � z �

@xi z; v� ið Þ

@z
dz

(17) 

Then we perform factor integration and receive: 

ò
vmax
0 1 � Fi zð Þð Þ � z
|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

g zð Þ

�
@xi z; v� ið Þ

@z|{z}
h0 zð Þ

dz ¼ 1 � Fi zð Þð Þ � z � xi z; v� ið Þ½ �
vmax
0|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

¼0� 0

� ò
vmax
0 xi z; v� ið Þ

� 1 � Fi zð Þ�ð zfi zð ÞÞdz

¼ ò
vmax

0 z �
1 � Fi zð Þ

fi zð Þ

� �

xi z; v� ið Þfi zð Þdz
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

φi zð Þ

(18) 

So, it becomes evident that for z that follows Fi distribution, it holds that: 

Evi,Fi pi vð Þ½ � ¼ Evi,Fi φi við Þ � xi vð Þ
� �

(19) 

With the help of the above proposal, we will prove the equilibrium value of 
cost investments. Specifically, we must confirm that in any environment of 
a unique parameter with distributions of personal value F1, F2, . . ., Fn and for 
each SIC mechanism, it holds that: 

Ev,F
Xn

i¼1
pi vð Þ

" #

¼ Ev,F
Xn

i¼1
φi við Þ � xi vð Þ

" #

(20) 

So for the proof of the above proposal, we have: 

Evi,Fi pi vð Þ½ � ¼ Evi,Fi φi við Þ � xi vð Þ
� �

(21) 

Due to the linearity of the average value, we have: 

Ev,F
Xn

i¼1
pi vð Þ

" #

¼
Xn

i¼1
Ev,F pi vð Þ½ � ¼

Xn

i¼1
Ev,F φi við Þ � xi vð Þ

� �

¼ Ev,F
Xn

i¼1
φi við Þ � xi vð Þ

" #

(22) 

The second term of equality is the most easily maximized mathematical 
expression. In practice, we observe that it is as if we have replaced vi with ϕi 
(vi), which proves the truth of the hypothesis about the equilibrium value of 
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investment investments that we assumed (Basallo, Estrada Senti, and Martinez 
Sanchez 2018; Mednikov et al. 2017).

The options approach, in which business risk preferences are incor-
porated through the use of a utility function, is the methodology that 
provides the most accurate simulation of the behavior of an organiza-
tion. This utility function can replicate either a greater aversion to risk, 
as in the approach for maximizing the chance of avoiding injury, or 
a lesser aversion to risk, as in the method that uses the value at risk. 
Since there are no limits that are inherently present in the evaluation 
research or the prototype presented and developed, organizations may 
effectively use this method to solve problems in extended prototype 
models.

Discussion

The ability of the proposed approach to generalize to other scientific fields 
depends on several factors. While the core principles and methodologies of 
incorporating explainable machine learning techniques into risk analysis can 
be applied across different domains, there are considerations to be aware of 
regarding generalization:

(1) Domain-specific Considerations: Different scientific fields have unique 
characteristics, data types, and specific cybersecurity challenges. 
Therefore, it is important to carefully consider and adapt the proposed 
approach to the specific requirements and nuances of each domain. 
This may involve adjusting the risk analysis models, incorporating 
domain-specific data sources, and accounting for sector-specific regula-
tions and standards.

(2) Data Availability and Quality: The availability and quality of data play 
a crucial role in the generalization of any machine learning approach. 
While the proposed approach emphasizes the importance of data for 
risk analysis, different domains may vary in terms of the availability and 
quality of relevant data. It is necessary to assess the data landscape in 
each field and determine whether sufficient data exists to support 
effective risk analysis and the application of machine learning 
techniques.

(3) Contextual Understanding: Generalization requires a contextual under-
standing of the unique characteristics and requirements of each scien-
tific field. It is essential to collaborate with domain experts and 
stakeholders to gain insights into the specific challenges, risk factors, 
and industry practices within the field. This collaboration can help 
tailor the approach to the specific needs of the domain and ensure 
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that the risk analysis models and techniques align with the domain- 
specific context.

(4) Interpretability and Explainability: The proposed approach emphasizes 
the use of explainable machine learning techniques, which are valuable 
for understanding and interpreting the risk analysis results. However, 
the interpretation of results may vary depending on the specific domain 
and the stakeholders involved. It is important to consider the interpret-
ability requirements and preferences of each field and develop 
approaches that provide meaningful and actionable insights for deci-
sion-making within that context.

(5) Validation and Benchmarking: To ensure the generalizability of the 
approach, it is essential to validate its effectiveness and performance 
across different scientific fields. Conducting rigorous evaluations, com-
paring results against existing methodologies, and benchmarking 
against domain-specific standards can provide evidence of the 
approach’s generalizability and its ability to address cybersecurity 
risks effectively.

While the proposed approach has the potential to be generalized to other 
scientific fields, it requires careful consideration of domain-specific factors, 
data availability, and the contextual understanding of each field. Collaborative 
efforts with domain experts, thorough validation, and adaptability to specific 
requirements will contribute to successfully applying the approach in different 
scientific domains. The core principles and benefits of the approach can be 
adapted and extended to address cyber risk management in various domains. 
Here are a few examples:

(1) Healthcare: The healthcare industry deals with sensitive patient data 
and faces significant cybersecurity challenges. Applying the proposed 
approach can help healthcare organizations identify and mitigate cyber 
threats, protect patient privacy, and maintain the integrity of medical 
records. Explainable machine learning techniques can aid in under-
standing the risk factors and decision-making processes related to 
cybersecurity in healthcare.

(2) Finance: The financial sector handles vast amounts of sensitive data and 
faces constant threats of cyberattacks. The proposed approach can assist 
financial institutions in analyzing and managing cyber risks, protecting 
customer financial information, and ensuring the integrity of financial 
transactions. By integrating explainable machine learning techniques, 
risk analysis results can be interpreted and used to enhance cybersecur-
ity measures in financial systems.

(3) Energy and Utilities: The energy and utilities sector relies on critical 
infrastructure that is increasingly connected and susceptible to cyber 
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threats. Implementing the proposed approach can help identify vulner-
abilities and potential points of attack in energy systems. It can aid in 
assessing the risks associated with power grids, smart grids, and other 
utility networks, enabling organizations to prioritize investments in 
cybersecurity and develop effective risk mitigation strategies.

(4) Manufacturing and Industrial Systems: The industrial sector is under-
going a digital transformation with the adoption of technologies such as 
Industrial Internet of Things (IIoT) and automation. These advance-
ments increase the complexity of cybersecurity risks. The proposed 
approach can be utilized to analyze cyber risks in manufacturing pro-
cesses, supply chains, and industrial control systems. Explainable 
machine learning techniques can provide insights into potential vulner-
abilities and support decision-making for risk mitigation in these 
settings.

(5) Transportation and Logistics: The transportation and logistics industry 
heavily relies on interconnected systems and networks for efficient 
operations. This dependency exposes the industry to cyber threats. 
The proposed approach can be applied to analyze and mitigate cyber 
risks in transportation infrastructure, autonomous vehicles, supply 
chain management, and other related areas. Explainable machine learn-
ing can provide valuable insights into the security of these systems and 
aid in designing robust cybersecurity measures.

These are just a few examples, but the applicability of the proposed approach 
extends to other scientific fields where cyber risk management is crucial. By 
adapting the principles of incorporating explainable machine learning techni-
ques into risk analysis, organizations in various domains can enhance their 
cybersecurity practices, mitigate risks, and safeguard sensitive data and critical 
systems.

Conclusions

Uncertainties regarding the external factors that affect investments are 
addressed by working through different scenarios and doing sensitivity ana-
lysis. The causal models utilized in risk analysis studies are considered the 
most relevant. They are unable to calculate the actual costs associated with 
a data breach. It will likely realize the actual price of such a leak a posteriori, 
which can sometimes be detrimental to the organization’s future financial 
prospects. In this work, we suggested a unique prototype for cyber risk analysis 
to prevent expensive data breaches from occurring in business management 
information systems. Analytical stochastic modeling of risk with a low com-
plexity multi-criteria objective function is used to model investment value and 
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cost balancing. This modeling technique is a component of an incentive 
system.

Organizations will be able to simplify further the model proposed in the 
future if they return to the single object procedures of the objective function 
and assume that all of the strategic objectives follow independent and regular 
equilibrium distributions. This will allow them to use an equilibrium distribu-
tion rule that provides value to the organization and a higher positive virtual 
valuation. Also, according to the allocation rule, they will handle the item for 
which the virtual valuation drops to zero. As a result, they may bring the 
projected costs into parity with one another such that the numbers follow 
a lognormal distribution.

While the proposed approach of incorporating explainable machine learn-
ing techniques into large-scale farming to enhance cyber risk analysis has its 
merits, it is important to consider its limitations as well. Here are some 
potential limitations of the approach:

(1) Complexity and Implementation Challenges: Implementing an analyti-
cal stochastic modeling framework that incorporates explainable 
machine learning techniques can be complex and resource-intensive. 
It may require significant expertise and technical infrastructure, which 
could pose challenges for adoption, especially for smaller farms with 
limited resources.

(2) Availability and Quality of Data: The effectiveness of machine learning 
algorithms heavily relies on the availability and quality of data. In the 
agricultural sector, obtaining comprehensive and reliable data for risk 
analysis might be challenging. Data collection and management pro-
cesses need to be carefully established to ensure the accuracy and 
completeness of the data used in the analysis.

(3) Interpretability and Explainability: While the focus on explainable 
machine learning is commendable, achieving true interpretability and 
explainability in complex machine learning models can be difficult. 
Some advanced machine learning algorithms, such as deep learning 
models, often operate as black boxes, making it challenging to under-
stand and explain their decision-making processes. Ensuring that the 
generated insights are understandable and actionable for farmers and 
stakeholders may require additional efforts.

(4) Evolving Cyber Threat Landscape: The field of cybersecurity is con-
tinuously evolving, and new threats and attack vectors emerge regularly. 
Developing a framework that can effectively adapt to these evolving 
threats and stay up-to-date with the latest cybersecurity practices and 
technologies can be a significant challenge. Regular updates and con-
tinuous monitoring would be necessary to keep the risk analysis and 
mitigation strategies relevant.
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(5) Cost and Affordability: Implementing sophisticated cybersecurity mea-
sures and integrating machine learning techniques can involve substan-
tial costs. This could potentially limit the accessibility and affordability 
of the proposed approach for smaller farms or organizations with 
limited budgets.

(6) Human Factors and User Adoption: Successful implementation of any 
risk management framework requires user buy-in and adoption. 
Ensuring that farmers and relevant stakeholders understand the value 
and benefits of the proposed approach, and are willing to adopt and 
follow the recommended practices, is crucial for its effectiveness. 
Adequate training, education, and support may be necessary to facilitate 
user acceptance.

It’s important to consider these limitations while evaluating the proposed 
approach and to address them appropriately to enhance its effectiveness and 
applicability in real-world agricultural settings. In addition, there are several 
avenues for future research to further enhance and refine this approach. Some 
potential areas for future research include:

(1) Integration of Real-Time Monitoring: Investigate the integration of 
real-time monitoring systems and sensors in large-scale farming opera-
tions to enhance the detection and response capabilities to cyber threats. 
This could involve exploring how data from various sensors, such as 
weather, soil moisture, or equipment performance, can be analyzed in 
conjunction with cyber risk analysis to provide a comprehensive and 
proactive defense against cyberattacks.

(2) Incorporation of Threat Intelligence: Explore the incorporation of 
threat intelligence sources and frameworks into the risk analysis pro-
cess. This would involve leveraging external sources of information on 
emerging cyber threats specific to the agricultural industry and inte-
grating them with the risk analysis framework. By continuously mon-
itoring and updating threat intelligence, farmers and organizations can 
better understand and mitigate evolving cyber risks.

(3) Scalability and Adaptability: Investigate methods to ensure that the 
proposed approach remains scalable and adaptable to different farming 
systems, sizes, and geographical locations. Developing flexible models 
and frameworks that can accommodate variations in data availability, 
farm infrastructure, and risk profiles would make the approach more 
accessible and applicable to a wider range of agricultural contexts.

(4) Privacy-Preserving Techniques: Address the challenges related to priv-
acy and data protection in the context of implementing machine learn-
ing techniques for cyber risk analysis. Explore privacy-preserving 
methods, such as federated learning or differential privacy, to protect 
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sensitive data while still enabling effective risk analysis. This would 
ensure that farmers’ and organizations’ data remains secure and con-
fidential throughout the analysis process.

(5) User-Friendly Interfaces and Decision Support Systems: Develop user- 
friendly interfaces and decision support systems that present the results 
of the risk analysis in a clear and actionable manner. This would aid 
farmers and stakeholders in understanding the findings, making 
informed decisions, and implementing appropriate risk mitigation stra-
tegies effectively. The interfaces should be designed to accommodate 
different levels of technical expertise and be accessible across different 
devices and platforms.

(6) Economic Impact Assessment: Conduct studies to evaluate the eco-
nomic impact and return on investment of implementing the proposed 
approach. Assess the cost-effectiveness of different risk mitigation stra-
tegies, taking into account the potential financial losses due to cyber 
incidents and the benefits gained from enhanced security measures. 
This would provide stakeholders with valuable insights into the eco-
nomic viability and benefits of adopting the proposed approach.

By addressing these research areas, we can further advance the understanding 
and implementation of cyber risk analysis in large-scale farming, ensuring 
robust cybersecurity practices and supporting the sustainable growth of the 
agricultural industry in the digital era.
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