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A Modified Grey Wolf Optimizer Based Data Clustering 
Algorithm
Ramin Ahmadia, Gholamhossein Ekbatanifardb, and Peyman Bayata

aDepartment of Computer Engineering, Rasht branch, Islamic Azad University, Rasht, Iran; bDepartment of 
Computer Engineering, Lahijan branch, Islamic Azad University, Lahijan, Iran

ABSTRACT
Data clustering is an important data analysis and data mining tool 
in many fields such as pattern recognition and image processing. 
The goal of data clustering is to optimally organize similar objects 
into clusters. Grey wolf optimizer is a newly introduced optimiza-
tion algorithm with inspiration from the social behavior of gray 
wolves. In this work, we propose a modified gray wolf optimizer 
to tackle some of the challenges in meta-heuristic algorithms. 
These modifications include a balanced approach to the explora-
tion and exploitation stages of the algorithm as well as a local 
search around the best solution found. The performance of the 
proposed algorithm is compared to seven other clustering meth-
ods on nine data sets from the UCI machine learning laboratory. 
Experimental results demonstrate the competence of the pro-
posed algorithm in solving data clustering problems. Overall, the 
intra-cluster distance of the proposed algorithm is lower than 
other algorithms and gives an average error rate of 11.22% which 
is the lowest among all.

Introduction

Data clustering which is the practice of organizing a set of objects into groups 
of objects is one of the most important and common analysis tools for data 
statistics in many fields of engineering such as machine learning, image 
processing, signal processing, pattern recognition, and data mining (Jacques 
and Preda 2014; Mai, Cheng, and Wang 2018; Shirkhorshidi et al. 2014). The 
goal of clustering is to group data objects into clusters such that the closeness 
of members belonging to the same group are maximized while closeness of 
members from different groups is minimized.

Generally, clustering techniques can be divided into two categories of 
hierarchical clustering and partitional clustering (Celebi 2014; Murtagh and 
Contreras 2012; Nanda and Panda 2014). One method of hierarchical cluster-
ing is to start with assigning each data member to individual clusters and 
combining more similar clusters into a larger cluster at each step and the other 

CONTACT Gholamhossein Ekbatanifard Ekbatanifard@liau.ac.ir Department of Computer Engineering, 
Lahijan  Branch, Islamic Azad University, Lahijan, Iran.
This article has been republished with minor changes. These changes do not impact the academic content of the article.

APPLIED ARTIFICIAL INTELLIGENCE                    
2021, VOL. 35, NO. 1, 63–79 
https://doi.org/10.1080/08839514.2020.1842109

© 2020 Taylor & Francis

http://www.tandfonline.com
https://crossmark.crossref.org/dialog/?doi=10.1080/08839514.2020.1842109&domain=pdf&date_stamp=2020-12-26


method is to start with the total set of data as one big cluster and breaking it 
down into smaller clusters until no further improvement is feasible. Partitional 
clustering, which is the technique utilized in this paper, attempts to divide a set 
of data objects into a set of non-overlapping clusters without the nested 
structure. The center of a cluster is called centroid and each data object is 
initially assigned to the closest centroid and then centroids are updated based 
on current assignment and by optimizing some criterion (Reynolds et al. 
2006).

One of the most popular and widely used partitional clustering algorithms is 
k-means algorithm which is a fast and simple algorithm that minimizes the 
average squared distance (Hartigan and Wong 1979). However, k-means effi-
ciency is not only reliant on the initial values of cluster centers but it is also 
vulnerable to local optimum convergence. Later, k-means++ was proposed to 
address the sensitivity issue of the standard algorithm to the initial centers 
(Arthur and Vassilvitskii 2007). However, it failed to solve the problem of 
convergence to a local optimum (Jain, Murty, and Flynn 1999). In order to 
overcome this convergence issue and reducing the risk of getting trapped in local 
optima, we use a meta-heuristic approach to solve the data clustering problem.

In the last few decades, meta-heuristic algorithms have been commonly 
used to solve NP-hard problems and data clustering falls into the category of 
NP-hard problems. Several meta-heuristic algorithms have been developed, 
such as Particle Swarm Optimization (PSO) (Kennedy 2011), Firefly 
Algorithm (FA) (Yang 2009), Artificial Bee Colony (ABC) algorithm 
(Karaboga and Basturk 2007), Gravitational Search Algorithm (GSA) 
(Rashedi, Nezamabadi-pour, and Saryazdi 2009), Simulated Annealing (SA) 
(Van Laarhoven and Aarts 1987), and Ant Colony Optimization (ACO) 
(Dorigo and Birattari 2011). A tabu search based method to avoid convergence 
to local optima in clustering problem was developed which improved k-means 
by using a tabu search strategy (Lu et al. 2018). Shelokar, Jayaraman, and 
Kulkarni in 2004 used ACO which mimics the way real ants find the shortest 
path from their nest to the food source and back to propose an approach to the 
clustering problem. Artificial bee colony-based algorithm (Zhang, Ouyang, 
and Ning 2010), particle swarm optimization-based algorithm (Cura 2012), 
a hybrid of k-means, Medler-Mead simplex, and PSO (Kao, Zahara, and Kao 
2008) and a hybrid of PSO and SA (Niknam et al. 2009) are also among the 
approaches of solving the clustering problem using meta-heuristic algorithms.

Recently, a meta-heuristic technique named gray wolf optimizer (GWO) 
(Mirjalili, Mirjalili, and Lewis 2014) is used to solve many problems such as 
load dispatch problem (Kamboj, Bath, and Dhillon 2016), feature subset 
selection (Emary et al. 2015), concept-based text mining (Thilagavathy and 
Sabitha 2017), task allocation (Gupta, Ghrera, and Goyal 2018), transmission 
network expansion planning (Khandelwal et al. 2018), and image segmenta-
tion (Mostafa et al. 2016). The promising results of the mentioned literature 

64 R. AHMADI ET AL.



motivated the authors of this paper to apply a modified version of the GWO 
algorithm to the data clustering problem.

The remainder of this paper is organized as follows. A summary of data 
clustering is described in Section “Data Clustering.” Introduction of GWO and 
the proposed improvements are described in Section “Methodology.” 
Experimental results on benchmark problems are provided in Section 
“Experimental Results.” Conclusion of the work is discussed in Section 
“Conclusion.”

Data Clustering

Extracting information from extensive amounts of data is the main objective 
of data mining methods. These methods identify compelling patterns in large 
data sets using data analysis methods. Data analysis methods include cluster-
ing, classification, anomaly detection, deviation detection, summarization, and 
regression. Data clustering is the process of organizing a set of data into 
subsets such that members of each subset have a high intensity of resemblance 
while having low resemblance to data in other subsets. The similarity between 
members of a subset is measured by distance metrics such as Euclidean 
distance, Chord distance, and Jaccard index. Generally speaking, based on 
how data is managed and how clusters are formed, clustering methods fall into 
two main categories: hierarchical and partitional.

In hierarchical clustering, without any advance knowledge of the number of 
clusters or dependency on the initial condition, a tree which represents a series 
of clusters is formed (Leung, Zhang, and Xu 2000). However, they are static 
and an object that belongs to a cluster cannot be assigned to other clusters. 
This is the primary weakness of hierarchical algorithms. Also, the lack of 
foresight about the number of clusters may lead to ineffective grouping of 
overlapping clusters (Jain, Murty, and Flynn 1999). Conversely, partitional 
clustering separates objects into clusters with a predefined number of clusters. 
Many partitional clustering algorithms attempt to decrease the dissimilarity 
between objects within each cluster while increasing the dissimilarity of 
members assigned to different clusters (Frigui and Krishnapuram 1999).

Problem Formulation

To mathematically formulate the data clustering problem, a set of Nobjects is 
represented by X ¼ X1;X2; . . . ;XNf g. Then, Xi ¼ X1

i ;X2
i ; . . . ;XN

i
� �

is 
a vector representing the ith data object and xj

i is representing the jth attribute 
of xi. The objective of clustering is to assign each object in Xto one of 
Kclusters, C1, C2, . . . , Ck, such that all clusters contain at least one 
objectðCi�;; i ¼ 1; . . . ; kÞ, no object is assigned to more than one cluster 
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ðCi \ Cj ¼ ;; i�jÞ and all objects are assigned to a cluster ð[k
i¼1Ci ¼ XÞ

(Zhang, Ouyang, and Ning 2010) while minimizing the objective function.

Methodology

Grey wolf optimizer and modifications made to improve its efficiency are 
presented in this section.

Grey Wolf Optimizer

By taking inspiration from the natural behavior of gray wolves while hunting 
for prey, a new optimization algorithm called Grey Wolf Optimizer was 
introduced (Mirjalili, Mirjalili, and Lewis 2014). In this section, the mathema-
tical models for the four stages of this algorithm called surrounding, hunting, 
searching, and attacking are introduced.

All gray wolves fall into four categories: alpha (α), beta (β), delta (δ), and 
omega (ω). Alpha wolves which are the decision-makers represent the best 
solution. The second best solution is represented by beta wolves which provide 
assistance to alpha wolves. The third best solution is represented by delta 
wolves, and the remaining solutions are omegas.

The hunting step in GWO is carried out by alpha, beta, and delta wolves 
while the omega wolves follow their lead. However, before starting to hunt, 
gray wolves surround the prey. The surrounding operation is modeled by the 
following equations: 

~D ¼ j~C:~Xp � ~XðtÞj (1) 

~Xðt þ 1Þ ¼ ~XpðtÞ � ~A:~D (2) 

where t marks the current iteration, ~A and ~C are coefficient, ~Xp represents the 
position of the prey, and ~X represents the position of a gray wolf.
~A and ~C are worked out by: 

~A ¼ 2~a:~r1 � ~a (3) 

~C ¼ 2~r2 (4) 

where α is lowered from 2 to 0 over the course of time in a linear manner. Random 
vectors ~r1 and ~r2 are in the range of [0, 1]. Using Eq. (1) and Eq. (2), a gray wolf can 
move to a new random location in the area around the prey. Figure 1 shows 
multiple possible positions for a gray wolf based on the position of prey. 
Coordinates of a gray wolf and the prey are, respectively, ðX;YÞ and ðX�;Y�Þ
and different values of ~A and ~C affect the movement direction of a gray wolf.
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Grey wolves approximate the position of the prey. After all, the position of 
the prey is unknown, but we can expect that the alpha, beta, and delta wolves 
to be the nearest to the prey among all wolves. Hence, the position of other 
wolves is calculated based on the best solutions found so far using the follow-
ing equations which models the hunting operation: 

~Dα ¼ j~C1:~Xα � ~Xj (5) 

~Dβ ¼ j~C2:~Xβ � ~Xj (6) 

~Dδ ¼ j~C3:~Xδ � ~Xj (7) 

~X1 ¼ ~Xα � ~A1:ð~DαÞ (8) 

~X2 ¼ ~Xβ � ~A2:ð~DβÞ (9) 

~X3 ¼ ~Xδ � ~A3:ð~DδÞ (10) 

Figure 1. Possible next positions of a gray wolf.
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~Xðt þ 1Þ ¼
~X1 þ~X2 þ~X3

3
(11) 

Eqs. (5)-(7) calculate the distance between the prey and alpha, beta, and delta 
wolves. Eqs. (8)-(10) calculate the new position of alpha, beta, and delta wolves 
while Eq. (11) calculates the position of the prey.

The exploration of search space or searching for prey is accomplished when 
j~Aj> 1 which commands the gray wolves to move away from the prey. The 
coefficient ~C also assists in the searching step. The value of ~C is randomly chosen 
between 0 and 2 which increases or decreases the impact of prey on distance 
calculation.

The exploitation of search space or attacking the prey is accomplished when 
~A is in the range of −1 and 1. With j~Aj< 1 the new position of a gray wolf is in 
any place within its current position and the position of prey, which forces 
gray wolves to move toward the prey.

Figure 2 depicts the flowchart of gray wolf optimizer. It begins by generating 
a set of random solutions as the initial population. Best, second best, and third 
best solutions are chosen as alpha, beta, and delta wolves and the position of 
each remaining wolf is calculated based on the approximated position of the 
prey. In conclusion, alpha is returned as the ultimate solution.

Modified Grey Wolf Optimizer (MGWO)

Exploration and exploitation are two common stages in most optimization algo-
rithms. Exploration is the process of probing the search space. First iterations of an 
algorithm scan the search space with the hope of finding more fitting solutions. 
This process allows searching agents to avoid local optima while scanning through-
out the search space. Gradually, exploration declines and exploitation rises, so the 
algorithm can converge to an optimum solution which is the exploitation stage of 
an algorithm. Finding a proper balance between these two stages is critical to the 
performance of the algorithm. Hence, proposing a new approach is desirable.

In GWO these two stages are controlled using the parameter ~a. As mentioned in 
the previous section, this parameter is decreased linearly. In earlier iterations of the 
algorithm, there is more emphasis on exploration and in the later iterations of the 
algorithm, exploitation is carried out. By changing the linear behavior of ~a we can 
change the power of exploration and exploitation and come up with a balanced 
approach between these two stages. Our new control parameter is as followed: 

~aðtÞ ¼ 2 � 2
t

tmax

� �k

(12) 

where t indicates the current iteration, tmax is the total number of iterations, and k 
is a constant. Here the parameter ~a is still decreased from 2 to 0 but in a non-linear 
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Figure 2. Flowchart of gray wolf optimizer.
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manner. For the values of k between 0 and 1, the emphasis will be on exploitation; 
however, the quality of searching capability might suffer. For values of more than 
1, search space will be thoroughly explored and then the algorithm moves on to 
exploitation. A suitable value for kshould be found by trial and error.

We expect to improve the performance of GWO by the non-linear reduction of 
the control parameter; however, there is still room for further improvement. In 
order to make up for the decreased number of iterations that exploit the search 
space, we use a mapping method to carry out a local search around the best 
solution. This method maps the best gray wolf position to a new position and if 
it results in better fitness, the gray wolf will be moved to that place. The new 
position is calculated as: 

~Xn ¼ ~Xα þ rðU � LÞðz � 0:5Þ (13) 

where U and Lare the upper and lower boundaries, r is the center, and z is the 
mapping parameter which gets updated at each iteration: 

~ztþ1 ¼ 4�~zt � ð1 � ~ztÞ (14) 

The modified GWO is expressed by the following pseudo-code. 

Algorithm 1. MGWO
Random generation of gray wolves: Xiði ¼ 1; 2; . . . ; nÞ
Setting initial values of a!, A!, and C!

tmax = total number of iterations
Fitness evaluation of each gray wolf
~Xα: the best solution
~Xβ: second best solution
~Xδ: third best solution
while t< tmax do

for each ~Xi in ~X do
Update the position of ~Xi

end for
Update a!, A!, and C!

Evaluate the fitness of all gray wolves
Map a new position for ~Xα and move it there if it’s improved
Update ~Xα, ~Xβ, and ~Xδ 

t ¼ t þ 1 

end while
return ~Xα as the solution 
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Solution Encoding and Fitness Function for Data Clustering

Solution encoding is a key step in any meta-heuristic algorithm. Each solution 
(gray wolf) represents all the cluster centers. Initially, these solutions are 
generated randomly. However, at each iteration of the GWO, the best solu-
tions (alpha, beta, and delta) guide the rest of the gray wolves. Each solution is 
an array of size d� k, where kis the total number of clusters in the data set and 
d is the total number of attributes for each data object. A population of gray 
wolves representing the solutions is shown in Figure 3.

We use the sum of the intra-cluster distance as the objective function. To 
find optimal cluster centers with MGWO, the objective function should be 
minimized. Achieving a lower sum of intra-cluster distances is desired. Cluster 
center is defined in Eq. (15) and distances between cluster members are 
defined in Eq. (16). 

yj ¼
1
nj

X

"xp2Cj

xp (15) 

Distanceðxp � yjÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xa

i¼1
ðxpi � yjiÞ

2

s

(16) 

Here, yj is the center of clusterj, xp is the pth member of a cluster. The total 
number of attributes is represented by a, nj is the number of members in 
cluster j and Cj are the members of cluster j.

Experimental Results

In this section, the quality of MGWO performance is evaluated. First, simula-
tions are carried out on unimodal and multimodal benchmark functions 
where minimization is the goal and then data clustering using MGWO is 
performed. In both experiments, a comparison with other algorithms is 
presented.

Figure 3. Example of solution encoding.
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Performance Evaluation of MGWO Algorithm

MGWO is tested on 23 standard test problems (F1-F23) used by many 
researchers (Mirjalili and Lewis 2016; Mirjalili, Mirjalili, and Lewis 2014; 
Rashedi, Nezamabadi-pour, and Saryazdi 2009). These functions have differ-
ent types of modality and complexity as presented in Table 1. D is the 
dimension of a function, R is the range of a function’s search space, and fmin 
is the minimum of a function. To evaluate the competitiveness of MGWO, it is 
compared to the standard Grey Wolf Optimizer (GWO) (Mirjalili, Mirjalili, 
and Lewis 2014), Particle Swarm Optimization (PSO) (Kennedy 2011), 
Gravitational Search algorithm (GSA) (Rashedi, Nezamabadi-pour, and 
Saryazdi 2009), and Whale Optimization Algorithm (WOA) (Mirjalili and 
Lewis 2016). The objective in these test functions is minimization.

The total number of search agents is 30 and the total number of iterations is 
set to 500. Parameters zand kare, respectively, set to 0.15 and 2. The stopping 
criterion is reaching the total number of iterations. Our algorithm is indepen-
dently run 30 times on each test function, mean, and standard deviation results 
are reported in Table 2. Results show that the overall MGWO gives better 
results and is superior to the other methods.

Exploitation ability of meta-heuristic algorithms is evaluated by unimodal 
functions F1 � F7since they only have one global minimum. It can be seen 
from the results that MGWO is the best performing algorithm for functionsF1, 
F2, F4, and F5 while being the second best performing algorithm for functions 
F3 and F7 which is an indication of excellent exploitation of MGWO.

To evaluate the exploration capability of algorithms, multimodal functions 
F8 � F23 are selected which unlike unimodal functions include multiple local 
minima. In all multimodal functions butF14, MGWO is the best or the second 
best performing algorithm. GWO is the best algorithm for functionF8, PSO 
gives the best result for F12 and F13, GSA outperforms other algorithms for F23 
and WOA is superior for F9, F11, andF14. Overall the results of the proposed 
algorithm indicate efficient exploration and exploitation capabilities.

Data Clustering Using MGWO Algorithm

We used nine benchmark data sets from the UCI databases (Blake 1998) which 
are commonly used in cluster analysis literature. The chosen data sets have 
a different number of data objects, number of classes, and number of attri-
butes. Three-quarter of data objects in each data set is chosen randomly for 
training and the remainder is used for testing. Properties of these data sets are 
provided in Table 3.

Heart data set obtained from the Cleveland Heart Clinic database includes 
303 objects with 35 attributes. The individuals are grouped into two classes.
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Table 1. Definition of standard test functions.
Function D R fmin

f1ðxÞ ¼
Pn

i¼1
x2
i

30 [−100,100] 0

f2ðxÞ ¼
Pn

i¼1
jxij þ

Qn

i¼1
jxij

30 [−10,10] 0

f3ðxÞ ¼
Pn

i¼1
ð
Pi

j� 1
xjÞ

2 30 [−100,100] 0

f4ðxÞ ¼ maxifjxij; 1 � i � ng 30 [−100,100] 0

f5ðxÞ ¼
Pn� 1

i¼n
100 xiþ1 � x2

i

� �2
þ xi � 1ð Þ

2
h i 30 [−30,30] 0

f6ðxÞ ¼
Pn

i¼1
ð½xi þ 0:5�Þ2

30 [−100,100] 0

f7ðxÞ ¼
Pn

i¼1
ix4
i þ random½0; 1Þ

30 [−1.28,1.28] 0

f8ðxÞ ¼
Pn

i¼1
� xisinð

ffiffiffiffiffiffi
jxij

p
Þ

30 [−500,500] −418.9829 × 5

f9ðxÞ ¼
Pn

i¼1
x2
i � 10 cos 2πxið Þ þ 10

� � 30 [−5.12,5.12] 0

f10ðxÞ ¼ � 20expð� 0:2

ffiffiffiffiffiffiffiffiffiffiffiffiffi

1
n

Pn

i¼1
x2
i

s

Þ � expð1n
Pn

i¼1
cosð2πxiÞÞ þ 20þ e

30 [−32,32] 0

f11ðxÞ ¼ 1
4000

Pn

i¼1
x2
i �

Qn

i¼1
cosð xiffi

i
p Þ þ 1

30 [−600,600] 0

f12ðxÞ ¼
π
n
f10 sinðπyiÞ þ

Xn� 1

i¼1

ðyi � 1Þ2½1þ 10sin2ðπyiþ1Þ� þ ðyn � 1Þ2g

þ
Xn

i¼1

uðxi; 10; 100; 4Þ

yi ¼ 1þ
xi þ 1

4

uðxi; a; k;mÞ ¼

kðxi � aÞm xi > a
0 � a< xi < a

kð� xi � aÞm xi < � a

8
><

>:

30 [−50,50] 0

f13ðxÞ ¼ 0:1fsin2ð3πx1Þ þ
Xn

i¼1

ðxi � 1Þ2½1þ sin2ð3πxi þ 1Þ�

þ ðxn � 1Þ2½1þ sin2ð2πxnÞ�g þ
Xn

i¼1

uðxi; 5; 100; 4Þ

30 [−50,50] 0

f14ðxÞ ¼ ð 1
500þ

P25

j¼1

1

jþ
P2

i¼1

ðxi � aijÞ
6
Þ
� 1 2 [−65,65] 1

f15ðxÞ ¼
P11

i¼1
½ai �

xiðb2
i þbix2Þ

b2
i þbix3þx4

�
2 4 [−5,5] 0.00030

f16ðxÞ ¼ 4x2
1 � 2:1x4

1 þ
1
3 x

6
1 þ x1x2 � 4x2

2 þ 4x4
2 2 [−5,5] −1.0316

f17ðxÞ ¼ ðx2 �
5:1
4π2 x2

1 þ
5
π x1 � 6Þ2 þ 10ð1 � 1

8πÞ cos xi þ 10 2 [−5,5] 0.398

f18ðxÞ ¼ ½1þ ðx1 þ x2 þ 1Þ2ð19 � 14x1 þ 3x2
1 � 14x2 þ 6x1x2 þ 3x2

2Þ�

� ½30þ ð2x1 � 3x2Þ
2
� ð18 � 32x1 þ 12x2

1 þ 48x2 � 36x1x2 þ 27x2
2Þ�

2 [−2,2] 3

f19ðxÞ ¼ �
P4

i¼1
ciexpð�

P3

j¼1
aijðxj � pij2Þ

3 [1,3] −3.86

f20ðxÞ ¼ �
P4

i¼1
ciexpð�

P6

j¼1
aijðxj � pij2Þ

6 [0,1] −3.32

f21ðxÞ ¼ �
P5

i¼1
½ðX � aiÞðX � aiÞ

T
þ ci�

� 1 4 [0,10] −10.1532

f22ðxÞ ¼ �
P7

i¼1
½ðX � aiÞðX � aiÞ

T
þ ci�

� 1 4 [0,10] −10.4028

f23ðxÞ ¼ �
P10

i¼1
½ðX � aiÞðX � aiÞ

T
þ ci�

� 1 4 [0,10] −10.5363
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E. Coli data set includes information about Escherichia Coli bacterium. 
Classes with a low number of instances have been removed from this data set. 
The remaining data has 327 objects and 5 classes.

Horse data set is used for predicting the health situation of a horse with colic 
disease. Horses are divided into three groups. This data set includes 364 
objects and 58 attributes.

Dermatology data set is based on the examination of skin diseases. This data 
set consists of 366 objects, 34 attributes, and 6 classes.

Cancer data set obtained from the Wisconsin-Diagnostic database groups 
breast tumors into two classes of mild and deadly. This data set includes 569 
objects and 30 attributes.

Balance data set is formed from psychological tests. Each member is classi-
fied into one of the three classes: balanced, tip to the left, and tip to the right. 
This data set includes 625 objects and 4 attributes.

Credit data set is used for the evaluation of credit card applicants in 
Australia. Data objects in this data set are classified into 2 groups using 15 
attributes.

Cancer-Int data set is similar to the Cancer data set but includes 699 objects 
and 9 attributes instead.

Diabetes data set is the diagnosis of diabetes for patients. A total of 768 
objects with 8 attributes are classified into 2 groups of positive and negative.

The total number of search agents is 30 and the total number of iterations is 
set to 500. Parameters zand kare, respectively, set to 0.15 and 2. The stopping 
criterion is reaching the total number of iterations. Results are compared to 
GSA (Bahrololoum et al. 2012), k-means (Nanda and Panda 2014), PSO (De 
Falco, Della Cioppa, and Tarantino 2007), K-PSO (Kao, Zahara, and Kao 
2008), K-NM-PSO (Kao, Zahara, and Kao 2008), and Firefly Algorithm 
(Senthilnath, Omkar, and Mani 2011).

Results obtained from these methods are compared based on the sum of 
intra-cluster distances as well as the error rate. The error rate is the percentage 
of misclassified data objects in each data set.

Intra-cluster distances obtained from the eight algorithms are provided in 
Table 4. The values are the average of the sums of intra-cluster distances over 
25 runs.

In Credit, Cancer-Int, and Diabetes data sets which have the highest 
number of data objects, MGWO outperforms all algorithms while PSO, 
KPSO, and K-NM-PSO have the worst results. Dermatology data set has the 
highest number of classes which is six classes. Again, our proposed algorithm 
gives substantially better result on this data set while PSO and FA have the 
worst results. The only data sets where MGWO doesn’t outperform other 
algorithms are Horse and Balance. For the Horse data set, PSO gives the best 
answer followed by GSA, K-PSO, and our proposed algorithm. For Balance 
data set, MGWO has the second best answer after K-PSO.
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Table 5 shows the mean error rate of each algorithm on each data set over 25 
simulation runs. For Heart and E. Coli data sets, MGWO has the lowest error 
rate among all algorithms and k-means, PSO and K-NM-PSO are the worst 
performing algorithms. For Horse and Dermatology data sets, the mean error 
rate of K-NM-PSO is the smallest, although, MGWO obtains lower intra- 
cluster distances for these data sets. It is worth mentioning that since the data 
distribution in these data sets is not a normal distribution, intra-cluster 
distance and error rate are not comparable and a lower error rate does not 
imply a smaller distance.

The mean error rate of MGWO is the lowest for Cancer data set which is 
slightly better than K-PSO. For Balance and Credit data sets, FA and GSA, 
respectively, have the lowest error rate and K-PSO has the highest error rate in 
both data sets. For Cancer-Int and Diabetes data sets, K-PSO is the superior 
algorithm, although MGWO obtains better intra-distances in these instances.

Although MGWO in some data sets does not provide the lowest error rate, 
it never obtains the highest error rate and the average error rate of MGWO 
over all data sets is 11.22% which is the lowest and puts it at rank number 1 
followed by GSA, GWO, and PSO. k-means and K-NM-PSO have 
a significantly higher error rate compared to other algorithms.

Table 3. Characteristics of UCI data sets.
Data set Data objects Classes Attributes

Heart 303 2 35
E. Coli 327 5 7
Horse 364 3 58
Dermatology 366 6 34
Cancer 569 2 30
Balance 625 3 4
Credit 690 2 15
Cancer-Int 699 2 9
Diabetes 768 2 8

Table 4. Intra-cluster distances of each algorithm on data sets.
Data set MGWO GWO GSA k-means PSO K-PSO K-NM-PSO FA

Heart 1683.51 2103.95 4350.15 10284.16 2298.83 2144.42 6693.52 9095.10
E.Coli 28.49 42.64 571.97 675.21 40.37 408.93 566.36 57.78
Horse 15.58 18.19 14.85 19.69 8.42 15.10 70.41 94.37
Dermatology 115.83 702.47 654.98 442.87 1862.78 742.20 555.49 1448.48
Cancer 19.53 118.96 34.89 90.25 169.88 29.62 195.20 126.67
Balance 12893.22 21870.25 131293.30 20137.76 61987.01 10966.71 17153.45 37640.44
Credit 1369.16 2403.58 1398.57 3349.21 5090.77 1973.18 4194.19 4036.46
Cancer-Int 96.72 137.45 260.61 148.82 230.30 272.94 150.33 117.52
Diabetes 134.60 3482.75 6747.03 156.52 3140.59 5148.62 9525.25 5488.42
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Conclusion

In this work, we introduced a modified version of a new meta-heuristic 
optimization method named gray wolf optimizer. The modification is mainly 
on the importance of the exploration and exploitation aspects of meta- 
heuristic algorithms and finding a suitable balance between these two stages. 
The performance of the proposed algorithm was evaluated on well-known 
benchmark functions and after establishing its superiority compared to PSO, 
GSA, GWO, and WOA, it was evaluated in terms of intra-cluster distances and 
error rate on commonly used data clustering benchmark data sets. The results 
showed that it is overall the better performing algorithm.
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