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Image Aesthetics Assessment Based on Multi-stream CNN 
Architecture and Saliency Features
Hironori Takimotoa, Fumiya Omorib, and Akihiro Kanagawaa

aFaculty of Computer Science and Systems Engineering, Okayama Prefectural University, Okayama, 
Japan; bGraduate School of Computer Science and Systems Engineering, Okayama Prefectural 
University, Okayama, Japan

ABSTRACT
In this paper, we explore how higher-level perceptual informa-
tion based on visual attention can be used for aesthetic assess-
ment of images. We assume that visually dominant subjects in 
a photograph influence stronger aesthetic interest. In other 
words, visual attention may be a key to predicting photo-
graphic aesthetics. Our proposed aesthetic assessment 
method, which is based on multi-stream and multi-task con-
volutional neural networks (CNNs), extracts global features and 
saliency features from an input image. These provide higher- 
level visual information such as the quality of the photo sub-
ject and the subject–background relationship. Results from our 
experiments support the effectiveness of our approach.
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Introduction

The aesthetic quality of an image influences whether a person likes the image 
intuitively. The purpose of image aesthetics assessment is to predict the per-
ceived quality of an image automatically. Image aesthetics assessment has 
attracted attention because of its potential use in a wide range of applications, 
including image retrieval, image cropping, and photo enhancement. However, it 
is a challenging task owing to its fuzzy definition and highly subjective nature.

Initially, several hand-designed features based methods were proposed to 
realize image aesthetics assessment as a primary solution (Datta et al. 2006; 
Dhar, Ordonez, and Berg 2011; Ke, Tang, and Jing 2006; Luo, Wang, and Tang 
2011; Marchesotti et al. 2011; Nishiyama et al. 2011). The human judgments given 
in aesthetic evaluation sets represent human aesthetic experiences and depend on 
aspects such as colorfulness, contrast, composition, lighting, and subject. 
Therefore, visual features that contribute to the human perception of aesthetics 
are manually modeled as low-level features. However, it is difficult to generate 
precise predictions through hand-designed features based methods, because only 
a few visual features that contribute to human aesthetic perception are explainable 
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as explicit knowledge. In addition, it is difficult for hand-designed features based 
methods to represent high-level semantic information.

The visual recognition paradigm changed rapidly after the appearance of 
the ImageNet dataset, which demonstrated the power of data-driven feature 
learning. During the past few years, convolutional neural network (CNN) 
architectures based on deep learning (LeCun, Bengio, and Hinton 2015) 
have proven to be the most effective means of facilitating visual recognition. 
Hence, numerous deep-learning-based approaches for aesthetic assessment of 
photographs have been proposed (Kong et al. 2016; Lu et al. 2015a, 2015b; Ma, 
Liu, and Chen 2017; Mai, Jin, and Liu 2016; Omori et al. 2019; Talebi and 
Milanfar 2018). In previous methods, the problem of aesthetic assessment has 
typically been cast as a classification or regression problem. The classification 
problem deals with binary classification, classifying photographs as either high 
quality or low quality, whereas the regression problem estimates a mean 
quality score.

The human visual system has a unique ability to selectively focus on the 
salient and relevant features in a visual scene; this is referred to as visual 
attention. The core objective of visual attention is to process the least possible 
amount of visual information when solving complex high-level tasks, e.g., 
object recognition, helping to ensure that the whole vision process functions 
effectively. Previous studies have shown that a strong correlation exists 
between visual attention and visual aesthetics. Coe et al. discovered that 
aesthetics are a means of drawing attention to an object or person (Coe 
1992). In addition, aesthetic objects are interesting, and can thus hold and 
attract attention (Lind 1980). These studies suggest that visual attention may 
be a key to aiding aesthetic assessment.

Visual saliency refers to the importance of information obtained from the 
eyes within the mechanism of visual attention (Treisman and Gelade 1980). 
Itti et al. (Itti, Koch, and Niebur 1998) proposed a computational model of 
visual saliency on the basis of Koch and Ullman’s early vision model (Koch 
and Ullman 1985). They demonstrated that a saliency map matches well with 
the distribution of actual human attention, based on human gaze measure-
ments (Kimura, Yonetani, and Hirayama 2013). In recent years, several CNN- 
based saliency map estimations have been proposed, and their effectiveness 
has been demonstrated (Huang et al. 2015; Takimoto et al. 2018).

In this paper, we propose a multi-stream CNN-based image aesthetics 
assessment method employing saliency features. We assume that a region 
with high saliency greatly affects the impressions humans gain from photo-
graphs, because the gaze is frequently moved to a region with high saliency. In 
other words, a region with high saliency in a photograph is important in 
aesthetic assessment. We augment our aesthetic prediction model by adding 
a saliency feature extraction network based on a multitasking network we 
previously proposed. The proposed model is a multi-stream network that 
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predicts aesthetics using both global image features pretrained by the 
ImageNet dataset and saliency features pretrained by a saliency estimation 
dataset. To more precisely estimate aesthetic quality, the proposed method 
focuses on biasing the image region that is most important for human impres-
sion according to saliency features.

Related Work

The problem of aesthetic assessment has been formulated as a classification 
problem and as a regression problem. Previous studies have proposed 
a classification problem that predicts whether a photograph is of high quality 
or low quality, while others proposed a regression problem that predicts aes-
thetic quality scores. In the classification task, the top x% of the mean score is 
defined as high quality, while the bottom x% is defined as low quality; in the 
regression task, the mean score represents aesthetic quality and is directly 
estimated.

In early research into aesthetic quality assessment of photographs, several 
methods using various hand-designed features based on professional photo-
graphy techniques were proposed. Datta et al. proposed automatic classifica-
tion methods for determining the aesthetic quality of images (Datta et al. 
2006). Based on intuition, they designed a number of visual features, including 
visual cues, wavelet-based textures, and shape convexity. Ke et al. proposed 
photo quality assessment based on high-level features such as color distribu-
tion, simplicity, blur, contrast, brightness, and the spatial distribution of edges 
(Ke, Tang, and Jing 2006). Dhar et al. proposed different types of human- 
perceived high-level image attributes related to image configuration, the con-
tent of the image, and the natural lighting conditions of the image, to predict 
image aesthetics and the interestingness of the image (Dhar, Ordonez, and 
Berg 2011). Luo proposed a content-based photo quality assessment method 
combined with a set of new subject area detection methods and new global and 
regional features (Luo, Wang, and Tang 2011). Marchesotti et al. used generic 
image descriptors to assess aesthetic quality (Marchesotti et al. 2011). They 
focused on using content-based features, namely GIST (Oliva and Torralba 
2001), the Bag-of-Visual-Words (Csurka et al. 2004) and the Fisher Vector 
(Perronnin and Dance 2007), which encode the distribution of local statistics. 
However, because of the complexities of human sensibility, it is difficult to 
sufficiently estimate aesthetic quality using only hand-designed features.

In the past few years, CNNs based on deep learning have achieved state-of- 
the-art performance on many image recognition tasks. Their deep CNN 
architectures allow accurate selection of complex, high-level features that are 
robust to irrelevant input transformations, leading to useful representations 
that facilitate classification. More importantly, these systems are trained end to 
end, from raw pixels to ultimate categories, thereby alleviating the need to 
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manually design a suitable feature extractor. CNNs based on deep learning 
have been used to aesthetics assessment and have shown promising results 
(Kong et al. 2016; Lu et al. 2015a, 2015b; Ma, Liu, and Chen 2017; Mai, Jin, and 
Liu 2016). Ma et al. proposed a layout-aware framework in which a saliency 
map is used to select patches with the highest impact according to the 
predicted aesthetic score (Ma, Liu, and Chen 2017. Kong et al. proposed 
a method to aesthetically rank photos by training on the AVA (Esthetic 
Visual Analysis) dataset with a rank-based loss function (Kong et al. 2016). 
However, because these methods focus only on mean quality scores, they are 
insufficient evaluators of aesthetic quality as they do not consider individual 
differences in human sensitivity. Figure 1 shows an example of two photo-
graphs from the AVA dataset, along with their voting distributions (Murray, 
Marchesotti, and Perronnin 2012). Although the two photographs have an 
equal mean quality score of 5.5, their content varies significantly. Therefore, it 
would be incorrect to infer that they are of equal quality.

Talebi et al. proposed an aesthetic quality estimation method that considers 
the diversity of human sensibility (Talebi and Milanfar 2018). This method, 
referred to as NIMA (Neural IMage Assessment), directly estimates voting 
probabilities, which are obtained through subjective quality assessments for 
each photograph. The mean quality score and standard deviation (S.D.) are 
indirectly estimated from the obtained voting distribution. Omori et al., which 
is our research group, proposed a method employing a multi-task CNN to 

Figure 1. Examples from the AVA dataset: (left) photograph with low variation in its score 
distribution (S.D.: 0.99), (right) photograph with high variation in its score distribution (S.D.: 1.65).
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simultaneously predict the mean score and S.D. of the voting distribution, 
which better reflects the diversity of the photographs (Omori et al. 2019). The 
architecture of this method is shown in Figure 2. In this method, Xception 
architecture is employed as a feature extractor in the main net.

Materials and Methods

Overview

In this paper, we propose an aesthetic quality prediction method based on 
global visual features and saliency features. Our architecture is shown in 
Figure 3. The aim of our method employing multi-task CNN architecture is 
the same as that of our previous method: to more accurately estimate not 
only the mean score but also the S.D. of the voting distribution indicating 
photographic quality. Our multi-stream CNN extracts two different features: 
global visual features and salient features. We employ the Xception model 
(Chollet 2016) as the backbone of the baseline feature extraction network. 
Adding the saliency feature extraction network provides higher-level visual 

Figure 2. Architecture of aesthetic assessment method based on multi-task learning proposed by 
Omori et al.

Figure 3. Architecture of the proposed method based on two-stream and multi-task CNNs.
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information such as the quality of the photo subject and the subject–back-
ground relationship.

Dataset

We employ the AVA dataset, a large-scale database for aesthetic visual analysis 
(Murray, Marchesotti, and Perronnin 2012). This dataset contains approxi-
mately 255,000 photographs that have been aesthetically evaluated. Each 
photograph has been scored by 200 or more subjects. These scores range 
from 1 to 10, with 10 indicating the highest quality. The number of votes for 
each score of each photograph is defined as V ¼ ½v1; v2; . . . ; v10�. vi represents 
the number of votes at score i. The mean score is represented as Score and S. 
D. is represented as SD. The Score and SD of each photo are defined as follows: 

Score ¼ ð
X10

i¼1
i � viÞ=ð

X10

i¼1
viÞ (1) 

SD ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð
X10

i¼1
ði2 � Score2Þ � viÞ=

X10

i¼1
vi

v
u
u
t (2) 

However, as a serious issue, the mean scores of the photos in the AVA dataset are 
biased. Figure 4 shows the distribution of the mean scores in the AVA dataset. In 
this figure, the number of images for each mean score is shown: the horizontal 
axis indicates the mean score at 0.1-point intervals and the vertical axis indicates 
the number of images. The mean scores of images in the AVA dataset follow 
a normal distribution. In other words, there are few examples of images with very 
high or very low scores. In a regression problem based on deep learning, the 
weight of the CNN model is updated based on the error between the estimated 
value and the true value. As a result, aesthetic prediction models tend to perform 
poorly when analyzing images with very high or very low scores.

In this study, preprocessing was performed on approximately 255,000 photo-
graphs in the AVA dataset, such that the number of distributions per average score 
was as uniform as possible. First, images such as artificially created illustrations 
were removed from the dataset. Next, we randomly selected 1,200 images for each 
0.1 mean score interval. As data augmentation, a horizontal flip was performed on 
images in categories with fewer than 1,200 images. Generally, data augmentation 
operations such as cropping, flipping, scaling, rotating, adding noise, and color 
transformation are used to preprocess datasets for learning CNN-based models. 
Enlarging the number of training samples is useful for reducing overfitting and 
improving generalization. However, image processing associated with data expan-
sion can adversely affect human aesthetic perception. Therefore, we focus only on 
the horizontal flip as data augmentation. Figure 5 shows the distribution of the 
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mean scores in the uniformized dataset. Note that only the mean score is unin-
formed, as the main aim of our research is to improve the prediction of the mean 
score.

Saliency Map Estimation Using Xception

The visual saliency map is a topographically arranged map that represents the 
visual saliency of a corresponding visual scene. Visual saliency is defined as an 
estimation of how likely a given region is to attract human visual attention, 
and there is substantial evidence indicating a correlation between visual 
attention and saliency maps. It is expected that visual saliency estimation is 
applied when evaluating prominence in the design of sales promotion tools, 
public signboards, and so on.

We focus on the visual saliency estimation model described in our previous 
work (Takimoto et al. 2018). This model precisely estimates a saliency map 
from images by using the Xception model, which is a state-of-the-art CNN 
model. The original architecture of the Xception model is shown in Figure 6. 
Xception architecture is composed of Entry flow, Middle flow, and Exit flow.

As a main contribution in the Xception model, the Inception module is 
replaced with depthwise separable convolution. The number of parameters and 

Figure 4. Distribution of mean scores in the original AVA dataset.
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the calculation time are reduced using depthwise separable convolution and 
pointwise convolution. Depthwise separable convolution is a method for per-
forming spatial convolution of feature maps. Pointwise convolution is a 1 � 1 

Figure 5. Distribution of mean scores in uniformized AVA dataset.

Figure 6. Architecture of the Xception model.
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convolution used in a skip connection such as ResNet, and performs convolution 
in the channel direction.

The architecture of the saliency estimation model based on Xception is 
shown in Figure 7 (Takimoto et al. 2018). In our architecture, we used only 
Entry flow, Middle flow, and Exit flow up through Global Average Pooling 
(GAP) as the main net for saliency feature extraction. The main net accepts 
a 299 � 299 RGB color image as input. Let Yk be a three-dimensional table 
that contains the responses of the neurons of the CNN at layer k. Yk has a size 
of mk � nk � dk, which depends on each layer. The first two dimensions of the 
table index the spatial location of the center of the receptive field of the 
neuron, and the third dimension indexes the templates for which the neuron 
is tuned. It has been shown that the neural responses at higher layers in the 
hierarchy encode more meaningful semantic representations than those at 
lower layers. The last layers of the CNN transform the neural responses to 
classification scores that have little spatial information. The spatial resolution 
of the last convolution layer modeling neural responses is 19 � 19. The 
number of channels at this layer is 728. After feature extraction, as an 
upsampling network that outputs a saliency map, the transposed convolution 
layer is used to enlarge the feature map gradually.

Esthetic Quality Assessment Based on Multi-stream Architecture and Saliency 
Features

In the field of image recognition using CNNs, a model that simultaneously 
learns and outputs two or more tasks has attracted attention. This model, known 
as multi-task learning, allows CNN models to share visual knowledge among 
different attribute categories simultaneously. Each CNN generates attribute- 
specific feature representations, and then multi-task learning is applied to pre-
dict the attributes of the features (Abrar et al. 2015; Sulfayanti et al. 2019).

Meanwhile, multi-stream CNN architecture, in which information from 
multiple regions is utilized in an additional stream, has recently been adopted 

Figure 7. Architecture of the saliency estimation model using Xception.
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for use in computer vision tasks. In particular, researchers have proposed 
action recognition methods based on a two-stream architecture that uses 
individual frame RGB and optical flow information together with regional 
features (Chenarlogh and Razzazi 2019; Tu et al. 2018).

We adopted saliency features for quality assessment by using multi-stream 
architecture. The proposed architecture is shown in Figure 3. First, an image is 
inputted to two branched streams. Each stream uses the Entry flow and Middle 
flow of Xception as a feature extractor. One Xception model is initialized using 
pretrained weights for object recognition. Another Xception model is initia-
lized using pretrained weights for saliency estimation, which is described in 
section 3.3. Therefore, the visual features branch estimates global visual 
features contributing to aesthetic quality, while the saliency estimation branch 
infers visual saliency induced by visual features of the photo.

Then, two different features extracted from the two-stream network are com-
bined and passed to the Exit flow of Xception. The concatenated feature maps is 
composed of 1,456 channels of size 19� 19. The portion of the Xception model 
up through GAP in the Exit flow is used for feature extraction. After feature 
extraction, this architecture branches into two streams related to a mean score 
prediction task and S.D. prediction task. Each prediction task comprises a fully 
connected layer with 256 dimensions, a dropout layer, and an output layer 
composed of one unit. ReLU (rectified linear unit) is used for the fully connected 
layer, and a sigmoid function is used for the output layer as an activation function.

The proposed multi-task CNN is trained based on the following loss function. 

Loss ¼
1
n

Xn

i¼1
fðxi � x̂iÞ

2
þ ðyi � ŷiÞ

2
g (3) 

where n is the number of photographs, xi is the mean quality score of the i th 
photograph, x̂i is the estimated quality score of the i th photograph, yi the S. 
D. of the i th photograph, and ŷi is the estimated S.D. of the i th photograph. 
This loss function for multi-task learning is based on the mean squared error 
often used as the loss function in regression problems.

Experiments

Experimental Setup

We employed a uniformed AVA dataset, described in section 3.1. A total of 
51,376 images were used for training, and 11,150 images were used for testing. 
All images were resized to 299 � 299 pixels. The initial learning rate was set 
to 0.0001. All of the models were trained by Adagrad in 100 epochs. The 
dropout rate was set to 0.5. The batch size was set to 16.

The baseline Xception weights for the global visual feature extractor were 
initialized by training on ImageNet (Deng et al. 2009), while the baseline 
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Xception weights for the saliency feature extractor were initialized by training 
on CAT2000 (Borji and Itti 2015).

As comparison methods, we selected NIMA (Talebi and Milanfar 2018) and 
a method from our previous work (Omori et al. 2019). By comparing with 
these methods, the effectiveness of our approach employing saliency features is 
clearly demonstrated, as the aim of these methods is to predict the mean score 
and S.D. by using only global visual features. As the main net of NIMA for 
feature extraction, Inception v2 is employed.

Experiments were performed on a single NVIDIA Titan RTX GPU, using 
Keras with the Tensorflow backend to implement all models.

Results and Discussion

We evaluated our method with respect to three aesthetic quality prediction 
tasks: (i) mean score prediction, (ii) score distribution (S.D.) prediction, (iii) 
aesthetic quality classification. As criteria for prediction tasks (i) and (ii), MAE 
(mean absolute error), LCC (linear correlation coefficient), and SRCC 
(Spearman’s rank correlation coefficient) were calculated between the ground 
truth and the predicted mean scores and S.D.’s. The LCC ranges from [−1, 1], 
with greater values indicating higher correlation. The SRCC evaluates the 
monotonic relationship between estimated mean scores and ground truth 
scores. For the classification task (iii), we thresholded the mean scores using 
threshold t to label the image as having low or high aesthetic quality. We 
binarized the ground truth and predicted mean scores using a threshold of 5.5, 
as is standard practice for this dataset.

Table 1 shows the results of three aesthetic quality prediction tasks performed 
by the compared methods. First, we discuss the results of (i) mean score 
prediction. All metrics of our proposed method are higher than those of the 
others. For the MAE results, we performed a pairwise t-test (two-tailed) to 

Table 1. Results of three aesthetic quality prediction tasks.
(i) Mean score (ii) S.D. (iii) Classification

MAE # LCC " SRCC " MAE # LCC " SRCC " Acc.(%) "

NIMA 0.689 0.637 0.636 0.198 0.090 0.082 74.3
Omori et al. 0.728 0.565 0.565 0.159 0.150 0.145 71.1
Ours 0.622 0.707 0.707 0.157 0.155 0.150 78.1

Table 2. Results of pairwise t-test (two-tailed) for MAE of 
mean score prediction.
t-value (p-value) NIMA Omori et al.

Ours 8.40 (< 0.001) 15.75 (< 0.001)
NIMA – 7.16 (< 0.001)
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compare the methods statistically, as shown in Table 2. As a result, we confirmed 
that the differences between the methods are indeed statistically significant.

Next, we discuss the (ii) S.D. prediction. The metrics indicate that our method 
performed sufficiently compared with the other methods. For the MAE results, 
we performed a pairwise t-test (two-tailed) to compare the methods statistically, 
as shown in Table 3. A statistically significant difference was confirmed between 
the proposed method and NIMA. However, there was no significant difference 
between the proposed method and the method of Omori et al.

Finally, we discuss the (iii) aesthetic quality classification. In this table, the 
results of the classification task are shown as accuracy (%). Although our 
architecture is modeled for regression, classification accuracy is improved 
compared with the other methods. We confirmed the effectiveness of using 
saliency features for aesthetic assessment, as the proposed method achieved 
the best performance in all tasks.

Figure 8 shows the distribution of the mean absolute error concerning the 
mean score. The horizontal axis shows the mean score at the 0.1 point interval, 
and the vertical axis shows the mean absolute error for each score. Although 

Table 3. Results of pairwise t-test (two-tailed) for MAE of S. 
D. prediction.
t-value (p-value) NIMA Omori et al.

Ours 19.70 (< 0.001) 0.80 (> 0.05)
NIMA – 18.97 (< 0.001)

Figure 8. Distribution of the mean absolute error with respect to the mean score.
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dataset preprocessing uniformized the number of images in the dataset, the 
accuracy for images with high or low mean scores was reduced because there 
were few images with high or low mean scores. However, the error of our 
method was smaller than that of the other methods in this situation.

An example of estimated results by our method is shown in Figure 9. In 
Figure 9(a) and (b), the mean score and S.D. are accurately estimated. 
Conversely, Figure 9(c) and (d) show examples of insufficient estimation of 
mean score and S.D., respectively. Images with an average score of 7.0 or 
greater were rare in the dataset. In addition, for most photographs included in 
the AVA dataset, S.D. falls within a range of 1.0 to 2.0. Therefore, we assume 
that it is difficult to accurately estimate Figure 9(d) with a large S.D.

Conclusions

In this paper, we proposed a multi-stream CNN-based image aesthetics 
assessment method employing saliency features. We augmented our aesthetic 
prediction model by adding a saliency feature extraction network based on 
a multitasking network Through comparisons with other aesthetic assessment 
methods that use only global visual features, we confirmed the effectiveness of 

Figure 9. Example of estimated result: estimated score and S.D. (ground truth).
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using saliency features for aesthetic assessment, as the proposed method 
achieved the best performance in all tasks.
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