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ABSTRACT
With the increasing aging of the population, the design of 
automatic bath robot has the forward-looking significance. 
The robot needs to detect the skin position, so as to perform 
the bathing task. The perception of skin is the key technology to 
achieve the bathing task. In this paper, object detection is used 
to identify the skin, which provides reference information for 
the pose of the robot. According to the classification of the 
object detection algorithms, this paper selects four typical 
object detection algorithms, namely, Faster R-CNN, YOLOv3, 
YOLOv4 and CenterNet. Due to the limitation of the self-built 
data set, this paper adopts the transfer learning to promote the 
completion of new tasks, which takes the pre-trained model as 
the starting point. The experimental results show that the detec-
tion results of YOLOv4 is the best, with mAP of 78%. This paper 
proves the feasibility and effectiveness of object detection com-
pleting the human skin detection in the bathing task.
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Introduction

With the aged tendency of population which imposes enormous eco-
nomic burdens on families and insurance systems (Zlatintsi et al. 2020), 
there will be greater demand for special nursing, especially in activities 
of daily living (ADL), such as toileting and bathing (Dunlop, Hughes, 
and Manheim 1997). Considering that bathing activity is the first lost 
ADL that need help (Werle and Hauer 2016), the research on an auto-
matic bathing robot is of great significance in maintaining the indepen-
dence and quality of life of the elderly. The perception of the skin is one 
of the key technologies to realize the bathing task. As shown in Figure 1, 
RGB information is used for skin detection in bathing scene. Combining 
detection results with transformation matrix from world coordinate 
system to pixel coordinate system, we can gain the pose of end-effector 
and then the rotation angle by robot inverse kinematics, guiding the 
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robot to the target area performing the bathing operation (scrubbing, 
washing, etc.). The skin detection accuracy directly affects the motion 
planning.

Skin Detection

According to the detection principle, skin detection can be divided into three 
methods: pixel-based (Nadian and Talebpour 2011), region-based (Zhu and 
Cai 2011) and hybrid methods (Tan et al. 2012). The pixel-based method 
classifies each pixel in the picture into skin or non-skin families. The region- 
based method is to identify regions with similar features in the picture. Based 
on the features used, skin detection can be roughly divided into the color- 
based, texture-based (Fotouhi, Rohban, and Kasaei 2009), statistical-feature- 
based (Fang, Kwok, and Dissanayake 2013), and other feature-based 
(Kawulok, Kawulok, and Nalepa 2014) methods. From the perspective of 
whether to explicitly establish a skin model, skin detection can be divided 
into machine learning-based methods and traditional methods. Machine 
learning methods construct a skin detector, generally using supervised meth-
ods. Traditional methods generally establish a skin model explicitly. Most of 
the existing skin detection works are in the medical field, such as the diagnosis 
of melanoma, skin cancer and other diseases (Khan et al. (2021c) and Khan 
et al. (2021d)).

A good skin detection algorithm should be robust to various variations. 
Without the deep learning method, the existing skin features or self- 
constructed features can be used for detection explicitly. And yet the 
deep learning learns the characteristics of the target from the data set 
automatically, which is more robust. By establishing the deep neural net-
work and using massive data as learning samples, deep learning has ana-
lysis ability and feature representation ability. In recent years, deep learning 
has made rapid progress and achieved perfect results in the field of com-
puter vision. Therefore, this paper uses deep learning to execute the skin 
detection.

Figure 1. The key flow chart of the bathing system.

APPLIED ARTIFICIAL INTELLIGENCE 2371



When combined with the robot based on the vision, skin detection in the 
whole machine vision system is as an image processing part. In our mission, 
the purpose is to locate the skin and provide information for the robot control, 
rather than to distinguish whether each detailed pixel belongs to the skin or 
non-skin. The skin detection combined with the robot for the bathing task is 
relatively less. The existing research (Zlatintsi et al. 2020) tends to propose 
semantic segmentation, which assigns categories to each pixel in the image and 
thus is more time consuming than object detection under the same config-
uration of the model. Chandra, Tsogkas, and Kokkinos (Chandra, Tsogkas, 
and Kokkinos 2015) combine RGB and HHA-encoded depth information for 
semantic segmentation. However, the skin detection utilizing semantic seg-
mentation is detrimental to real-time control of the robot. Moreover, the data 
set annotating required by semantic segmentation is rigorous and labor- 
intensive. Actually, the rectangular positioning obtained by object detection 
can meet the requirements. Based on the rough positioning, the robot moves 
toward the target area with the help of the control system. Simultaneously, the 
pose of the manipulator will be adjusted based on the compliance control 
algorithm, combined with the tactile sensor and the end-effector with variable 
stiffness. There is no need to determine the situation of each pixel in our 
mission. Adopting the object detection algorithm not only reduces the work-
load of data set labeling but also benefits the real-time control of the 
manipulator.

Deep Learning Methods for Object Detection

With the boosting growth of big data and computing power, the object 
detection algorithm based on deep CNN has become the mainstream algo-
rithm in recent years, whose performance is far superior to the traditional 
algorithms (Hussain et al. 2020; Rashid et al. 2020, 2019). The object detec-
tion algorithm can be divided into a two-stage/one-stage algorithm and an 
anchor-based/anchor-free algorithm according to two classification stan-
dards. Two-stage algorithms are based on the region proposal (R-CNN 
(Girshick et al. 2014), Fast R-CNN (Girshick 2015), etc.), including two 
stages: extraction of regions of interest (ROI) and classification and regres-
sion. The features of ROI derived from the first phase will be used for 
classification and regression in the second phase. The bounding boxes are 
fine-tuned twice, with high accuracy but low speed. One-stage algorithms 
based on regression directly perform classification and regression and export 
categories and bounding boxes (YOLO (Redmon et al. 2016), SSD (Liu et al. 
2016), etc.). The bounding boxes are fine-tuned only once, with low preci-
sion but high speed. Anchor-based algorithms use a large number of anchors 
with fixed size, which are laid on the image or feature maps as the prior of 
the bounding boxes. Anchors will be gradually adjusted to the bounding 
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boxes with the prediction results. Anchor-based algorithms have been domi-
nant in the field of object detection (Wu, Sahoo, and Hoi 2020). In recent 
years, the emerging anchor-free algorithms, which have attracted wide atten-
tion of the academic community, abandon the anchor mechanism and re- 
encode the bounding box so as to obtain the bounding boxes through special 
processing (Zhang et al. 2020). Table 1 lists the typical algorithms under the 
two classification standards.

Based on the above classification, this paper selects four algorithms to 
identify the skin, as shown in the bold part of Table 1, which are typical 
algorithms under two classification standards. The introduction of an inno-
vative anchor mechanism significantly improves the performance of two-stage 
algorithms, so only the anchor-based algorithm is selected for experimental 
research among the two-stage algorithms. Faster R-CNN (Ren et al. 2015) 
makes full use of the anchor mechanism and truly realizes the end-to-end 
training, in which the unified CNN network can realize feature extraction, ROI 
extraction, classification and bounding box regression. YOLOv3 (Redmon and 
Farhadi 2018) and YOLOv4 (Bochkovskiy, Wang, and Liao 2020) are the 
anchor-based and one-stage algorithms. YOLOv3 is widely used in industry. 
YOLOv4 achieves the best balance between accuracy and speed. CenterNet 
(Duan et al. 2019) is one of the representative anchor-free algorithms.

Methodology

DataSet Establishment: Collection, Screening and Annotation

We build a huge data set as the learning sample so that the neural network can 
learn the characteristics of the objects. Collecting images containing part or all 
of the skin enhances the diversity by taking the differences into account in 
pose, illumination, age, ethnical groups, skin color, resolution, gender, etc., 
which ensures that the trained model has certain reliability and robustness. 
A total of 1500 images were collected. Considering the image quality, 1000 
images are selected to form the final data set. Furthermore, LabelImg, an image 
annotation tool, is used to generate a corresponding XML file in PASCAL 
VOC format for each image. We label the images with seven classes represent-
ing different parts of the human body, namely, (1) “Face_skin,” (2) 
“Trunk_skin,” (3) “Upperlimb_skin,” (4) “Lowerlimb_skin,” (5) 
“Hank_skin,” (6) “Foot_skin,” and (7) “Background.” Drawing the rectangle 

Table 1. The typical algorithms under the two classification standards.
Two-stage One-stage

Anchor-based Faster R-CNN, R-FCN SSD, YOLOv3, YOLOv4, RetinaNet
Anchor-free R-CNN, SPPNet, Fast R-CNN Cornernet, CenterNet, ExtremeNet
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manually specifies the label and boundary of an object to represent its category 
and exact location. The XML file contains information about the file name of 
the image, the coordinates of the ground true box (GT box), the label of the 
object, etc. Figure 2 shows some labeled images in the data set.

Introduction to Algorithms Used

Faster R-CNN proposes RPN network, a fully convolutional structure, instead of 
SS (Selective Search) method (Uijlings et al. 2013) to generate proposals. Faster 
R-CNN is the integration of Fast R-CNN and RPN, which uses a 3 × 3 sliding 
window to slide on the feature map and generates a one-dimensional feature 
vector at each sliding position, the element number of which equals the number 
of channels in the feature map. After traversing all the positions, the obtained 
matrix is sent to the classifier network and the regression network in parallel.

YOLO is a pioneering work of one-stage object detection, which greatly 
improves the real-time performance of the network. YOLOv3 and YOLOv4 
follow the idea of YOLO dividing cells for detection. YOLOv3 adopts dar-
knet53 based on residual network (He et al. 2016) to extract features and 
absorbs the idea of FPN (Lin et al. 2017). Darknet53 consists of five residual 
blocks, which can avoid gradient vanishing during back-propagation. Each 
residual block is composed of multiple residual units which strengthens the 
feature extraction ability. The ideology of FPN is imbibed to realize multi-scale 
detection using the 8, 16 and 32 times down-sampling feature maps to 
improve the prediction accuracy. YOLOv3, without pooling layers and fully 
connected layers, uses batch normalization (Ioffe and Szegedy 2015) and leaky 
ReLU activation function (He et al. 2015a).

YOLOv4 is the model to balance the accuracy and speed, executing the 
prediction at three scales as YOLOv3 does. The implemented improvements 
on the basis of YOLOv3 are as follows:

Figure 2. The labeled images in the data set.
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The backbone is upgraded from Darknet53 to CSPDarknet53 (Wang et al. 
2020), including five basic residual blocks which contain CSP structure. With 
the width and height halved, the number of channels doubled;

Adding SPP (He et al. 2015b) and PANet (Liu et al. 2018) structure, which 
accomplish the effective feature fusion by continuous up-sampling, down- 
sampling and channel stacking;

Using class label smoothing, CutMix and Mosaic data augmentation;
Using CIOU loss (Zheng et al. 2020) as regression loss, solving the problem 

of slow convergent speed and low localization accuracy of IOU loss and GIOU 
loss (Rezatofighi et al. 2019). CIOU loss, fully taking overlapping area, distance 
between centers and aspect ratio between the prediction box and the GT box 
into account, is defined as:
where b and bgt denote the center of the predicted box and the GT box, ρ(.) 
denotes the Euclidean distance, c denotes the diagonal length of the smallest 
enclosing box covering the two boxes, α is the trade-off parameter, and υ 
measures the consistency of aspect ratio. Parameters are indicated in Figure 3. 
α and υ are defined as follows: 

LCIoU ¼ 1 � IoU þ ρ2 b; bgtð Þ=c2 þ αυ (1) 

α¼υ= υþ1� IoUð Þ (2) 

υ¼4
�

π2� �
� arctan wgt=hgtð Þ � arctan w=hð Þð Þ

2 (3) 

(5) Mish activation function (Misra 2019) is used as follows: 

Mish ¼ x � tanhðlnð1þ exÞÞ (4) 

CenterNet, which represents the object with a central point and a pair of 
corner points, uses Hourglass (Newell, Yang, and Deng 2016) as the backbone 
and additionally adds a central point detection branch on the basis of 
CornerNet (Law and Deng 2018). In this way, the limitation of CornerNet, 
i.e., partial error detection caused by failure on reference object global 

Figure 3. Schematic diagram of parameters in formula (1).
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information, is better solved. CenterNet designs the cascade corner pooling 
module and the central point pooling module to enrich and integrate informa-
tion. The cascade corner pooling is used to predict the location of the corner 
points of the object, which are mapped to the corresponding position of the 
input image to determine which two corners belong to the same object so as to 
form the final detection box. At the same time, the central point position of the 
object is predicted by the central point pooling and then is corrected by offset 
operation. The error detection boxes are eliminated by judging whether there 
is a predicted central point in the central area of each detection box. By means 
of this re-encoding manner, the detection accuracy is improved.

The mentioned models are compared in terms of applicable scenarios, 
advantages and disadvantages, as shown in Table 2.

Transfer Learning

The model is trained on the data set which is collected for our shower mission. The 
input samples are imported into the network and then are transmitted to the 
output layers through the hidden layers. When the output values are different from 
the expected values, the errors are back propagated (LeCun, Bengio, and Hinton 
2015) so as to correct the weight of each neural unit. The above process is 
repeatedly performed. Finally, the error between the actual output and the 
expected output reaches the minimum. However, training a network from scratch 
requires massive annotated data (Pattnaik, Shrivastava, and Parvathi 2020), which 
is mainly annotated by hand with the low efficiency and high error rate. Labeling 
a small data set carries a significant risk of model overfitting. Hence, transfer 
learning is indispensable (Khan et al. 2021a; Khan, et al.,2020). Combining the 
small data set with transfer learning can quickly train an acceptable model (Khan, 
Zhang, and Sharif 2021; Khan et al. 2021b), which can achieve the equivalent 
performance of training the network from scratch. The general transfer learning is 
what using the model weights pretrained on the ImageNet data set as the initial 
weights, which has learned common features such as textures and lines.

Table 2. Detailed comparison of the models used in this paper.
Models Applicable scenarios Advantages Disadvantages

Faster 
R-CNN

Object detection End-to-end optimization Non-real-time, poor detection of 
small objects

YOLOv3 Multi-scale and real- 
time object 
detection

Clear structure, higher precision than 
YOLOv2, improved small object 
detection, real-time, and multi-scale 
detection

Slower than YOLOv2

YOLOv4 High-precision, multi- 
scale and real-time 
object detection

The best trade-off of speed and accuracy The practical application is more 
difficult with the use of 
a variety of tuning techniques

CenterNet High-precision object 
detection

Add center point position parameter Non-real-time, complex feature 
extraction network
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Prevent overfitting and Improve Generalization Ability

We use the following method to avoid overfitting, enhance the robustness and 
improve generalization performance:

Early stopping. When the loss value on the validation set is no longer 
decreasing while the value on the training set is decreasing, stop training to 
prevent overfitting caused by overtraining.

BN operation. BN associates all samples in mini-batch so that the network 
does not learn some specific features from a training sample.

Using data augmentation technology, which includes the following: (1) 
Disrupting the training samples and sorting them randomly and (2) 
Carrying out preconditioning before each mini-batch is input to the network, 
such as randomly clipping, translating and scaling.

Experimental Setup

Based on Pytorch, an open-source Python machine learning library, all models are 
trained using the supercomputer center established at the University of Shanghai 
for Science and Technology. In order to fairly compare the performance among 
models, the basic configurations of themodels are the same. A consistent ratio was 
used for all models. The ratio of training set, validation set and test set is 
60%:20%:20%. The initial value of learning rate is set to 0.001, and the attenuation 
rate is 0.01. The batch size is set to 8 which represents the number of images put 
into the network for training each time. SGD is used as the optimizer for network 
training.

When training on the own data set, firstly freezing the parameters of the 
backbone in the pre-trained model and then training other parameters for 50 
epochs. An epoch means that the whole data set is sent to the network for 
training once. After that, we release the limitation of parameters of the back-
bone and train all the parameters so as to fine-tune the parameters for another 
50 epochs. This kind of training strategy improves the convergence speed and 
training efficiency of the network.

Evaluation and Results

The recall measures the ability of finding the positives. The precision repre-
sents the proportion of parts that the detector considers to be positives and 
indeed positives to all results considered to be positives. Their value range is 0 
to 1. The Formulas 5 and 6 are their calculation methods, where the definition 
of TP, FP, TN and FN is shown in Table 3. 
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recall ¼ TP= TP þ FNð Þ (5) 

precision ¼ TP= TP þ FPð Þ (6) 

When the detector outputs a large number of boxes and covers all GT 
boxes, the recall will reach 1, but the detection effect is not good. 
Similarly, the precision of 1 does not mean the best detection effect. 
AP is a balanced indicator of the precision and the recall. With the recall 
as the horizontal axis and the precision as the vertical axis, P-R curve is 
drawn. Draw a line segment to the left starting from each peak point, 
until which intersects with the vertical line of the previous peak point. 
The area of the region enclosed by the line segment and the coordinate 
axes equals AP value. The mAP, the mean of AP for all categories, is one 
of the important evaluation indexes for multi-class object detection. The 
problem studied in this paper is a multi-class issue, so mAP is used to 
evaluate the model performance. Test the models using the test set and 
get the results, as shown in Table 4, retaining two decimal places. In 
order to better compare the performance, Figure 4 shows the P-R curves 
of the six categories in the models.

The backbone has a strong impact on the network performance. Compared 
with ResNet50, MobileNetV2 is specially designed for the lightweight network, 
whose feature extraction ability is limited. The mAP of Faster R-CNN with 
MobileNetV2 (0.55) as the backbone is 76% of that with ResNet50 (0.72). 
YOLOv4 owns the highest mAP. In YOLOv4, the AP of face-skin is the 
highest, followed by upper limbs, hands and lower limbs. Notably, they are 

Table 3. The description of TP, FP, TN and FN.

Confusion matrix

The truth value

Positive Negative

The predicted value Positive TP FP
Negative FN TN

Table 4. Test results on test set.

Model Backbone AP mAP
Face Foot Hand Lowerlimb Trunk Upperlimb

Faster 
R-CNN

ResNet50 89.22% 50.74% 76.42% 75.58% 63.44% 78.48% 0.72

Faster 
R-CNN

MobileNetV2 80.79% 37.69% 56.39% 50.26% 42.38% 65.09% 0.55

YOLOv3 DarkNet-53 89.18% 47.35% 73.47% 73.84% 58.21% 77.45% 0.70
YOLOv4 CSPDarknet53 94.31% 55.76% 82.57% 81.55% 69.07% 84.30% 0.78
CenterNet Hourglass 90.60% 41.49% 63.13% 61.21% 72.41% 64.49% 0.66
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(a)

(b)

Figure 4. P-R curves of the six categories in the models.
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(c)

(d)

Figure 4b. Continue
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(e)

(f)

Figure 4c. Continue
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all over 80%. The AP of trunk and feet are relatively low. In addition, 
CenterNet produces the highest AP for the trunk and YOLOv4 has the highest 
AP for other categories in all models.

Discussion

Due to personal privacy, the sample size of the trunk is comparatively small. In 
some cases, the people in the picture wear clothes to cover sensitive parts, as 
shown in the lower right corner of Figure 5. Lack of samples causes the learned 
features to be less useful for identifying the trunk. The part of the human feet 
occupies a small region carrying limited information in the whole range of the 
human body, as shown in Figure 5. The resolution of small objects is further 
reduced along with repeated down-sampling, resulting in further weakened 
feature information or even loss. In summary, the detection effect of trunk and 

Figure 5. The example images for the trunk and feet problems.
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foot is barely satisfactory by nature. Due to the fact that CenterNet has the best 
effect in detecting the trunk, we suspect that it may be due to the special coding 
method of CenterNet. However, the detection effect of CenterNet in other 
categories is not satisfactory. Overall, YOLOv4 is still the best model in our 
study.

(a)

(b)

Figure 6. The feature map visualization results.

APPLIED ARTIFICIAL INTELLIGENCE 2383



As everyone knows, the neural network interpretability is weak. 
Generally, it depends on the test and experience to determine why the 
algorithm is effective or invalid. To observe the feature maps of the 
convolution layers, we visualize them. The shallow convolution layers 
extract the detailed features close to the original image data. With 
progressively deeper layers, the extracted effective features are less and 

(c)

(d)

Figure 6b. Continue
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less and become more and more abstract. Considering the large number 
of convolution layers, we typically chose a portion of the visualization 
graphs for display, as shown in Figure 6, which takes the first 12 feature 
maps of some convolution layers. We can identify faintly what the 
specific object is in the shallow feature map in Figure 6(a), while we 
cannot do this in the deep feature maps which extract highly abstract 
features in Figure 6(c). The convolution layers shown in Figure 6(b) are 
located after Figure 6(a) and before Figure 6(c), which reflects the 
process from concrete features to abstract features extracted to 
a certain extent. The highlighted part in Figure 6(d) reflects the informa-
tion concerned by the convolution layer. It can be seen that some 
convolution layers pay attention to the edge of the object, some pay 
attention to the interior of the object, and some pay attention to the 
background information.

Conclusion

With the help of the camera and the manipulator, as well as the relationship 
between their coordinates, we can control the robot arm to complete the 
bathing task on the human skin, identifying the skin is a key process. The 
experimental study found that YOLOv4 has the best recognition effect, and 
mAP reaches 78%, which is acceptable in practice. It is feasible to use object 
detection algorithm to detect the skin in bathing task. Then, we can increase 
the number of pictures in the data set, train the YOLOv4 model again to 
improve its detection effect, and deploy the model to realize the skin 
detection.

We can also add some auxiliary measures to ensure that the manipulator 
will not move to non-target areas, such as adding the tactile sensor. Owing to 
the safety requirements, the mechanical arm movement is finely controlled 
according to the feedback of the tactile sensor. After moving to the designated 
position, the manipulator can complete the bathing task performing pre- 
designed movement mode, such as the vertical or horizontal scrubbing. The 
main contributions of this paper are as follows

Verifying the feasibility and effectiveness of the object detection algorithm 
in performing the bathing task;

Conducting experimental investigations on the performance of four object 
detection algorithms under two classification standards for skin detection, and 
the performances are evaluated.

We put forward the tentative idea about the future work of the robot 
autonomous bath system.
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