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Abstract
This paper presents a solution algorithm to solve a multi-level large scale fractional programming
problem with individual chance constraints (CH-MLLSFP). We assume that there is randomness in
the right-hand side of the constraints only and that the random variables are normally distributed.
The basic idea in treating (CH-MLLSFP) is to convert the probabilistic nature of this problem into
a deterministic multi-level large scale fractional programming problem (MLLSFPP). A solution of
multi-level large scale fractional programming problem is presented using aTaylor series to avoid the
complexity of fractional nature. An illustrative example is discussed to demonstrate the correctness
of the proposed solution method.

Keywords: Large scale problems;stochastic programming; three-level programming.
2010 Mathematics Subject Classification: 90C06; 90C20; 90C99.

1 Introduction
Decision problems of chance- constrained or stochastic optimization arise when certain coefficients
of an optimization model are not fixed or known but instead, to some extent, probabilistic quantities.
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In most of the real life problems in mathematical programming, the parameters are considered
as random variables. The branch of mathematical programming which deals with the theory and
methods for the solution of conditional extreme problems under incomplete information about the
random parameters is called stochastic programming.The word ”stochastic” derives from the Greed
(στoχηαστιχ to aim, to guess) and means ”random” or ”chance.” The antonym is ”sure,” ”deterministic,”
or ”certain.” A deterministic model predicts a single outcome from a given set of circumstances.
([1],[2],[3]).
Multilevel optimization problems have attracted considerable attention from the scientific and economic
community in recent years. The multilevel system has extensive existences in management fields.
Usually, this kind of problems can be solved by using different mathematical programming techniques
([4], [5]).
In large scale programming which closely describes and represents the real world decision situations,
various factors of the real system should be reflected in the description of the objective function
and constraints.Naturally these objective function and constraints involve many parameters and the
experts may assign them different values ([6],[7]).After the publication of the Dantzig and Wolfe
decomposition method([8]).
Fractional programming problem, which has been used as an important planning tool for the last
four decades, is applied to different disciplines such as engineering, business, economics. . . etc.
Fractional programming problem is generally used for modeling real life problems with objective such
as profit/cost, inventory/sales, actual cost/standard cost . . . etc([9]).
This paper is organized as follows: we start in Section 2 by formulating the model of a multilevel
large scale fractional programming problem with stochastic parameters in the constraints.In Section 3,
deterministic multi-level large scale fractional programming problem.In Section 4, objective functions
are transformed by using Taylor series. In Section 5,the decomposition method of large scale three
level linear programming problem is presented. An algorithm for solving a multi-level large scale
fractional programming problem (MLLSFPP) with stochastic parameters in constrain is suggested in
Section 6. In Section 7, An algorithm flowchart for (CH-MLLSFPP). In addition, a numerical example
is provided in Section 8 to clarify the results and the solution algorithm. Finally, Table of symbol,
conclusion and future works are reported in Section 9.

2 Problem Formulation and Solution Concept

Multi-level large scale fractional programming problem (MLLSFPP)with random parameters in the
right-hand side of the constrains may be formulated as follows:
[First Level]

Max
x1,x2

F1(x) = Max
x1,x2

m∑
j=1

bT1jxj + α1j

dT1jx+ β1
(j = 1, 2, . . . , N1) (1)

Where x3, . . . , xm solves
[Second Level]

Max
x3,x4

F2(x) = Max
x3,x4

m∑
j=1

bT2jxj + α2j

dT2jx+ β2
(j = 1, 2, . . . , N2) (2)

Where x5, . . . , xm solves

[Third Level]

Max
x5,x6

F3(x) = Max
x5,x6

m∑
k=1

bT3jxj + α3j

dT3jx+ β3
(j = 1, 2, . . . , N3) (3)
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Where x7, . . . , xm solves
Subject to

x ∈ G. (4)

Where
G = {pr(a01x1 + a02x2 + a0mxm ≤ c0) ≥ α1

pr(d1x1 ≤ c1) ≥ α2,
pr(d2x2 ≤ c2) ≥ α3,
pr(dmxm ≤ cm) ≥ αm,
x1, . . . , xm ≥ 0}.

Where the functions Fr(x) are fractional objective functions defined on Rn.
In the above problem (1)-(4), xj ∈ R, (j = 1, 2, . . . ,m) be a real vector variables, G is the large
scale linear constraint set where, c = (c0, . . . , cm)T is (m + 1) vector, and a01, . . . , a0m, d1, . . . , dm
are constants. Therefore Fi : Rm → R, (i = 1, 2, 3) be the first level objective function, the second
level objective function, and the third level objective function, respectively. Moreover, the first level
decision maker (FLDM) has x1, x2 indicating the first decision level choice, the second level decision
maker (SLDM)and the third level decision maker (TLDM) have x3, x4 and x5, x6 indicating the second
decision level choice and the third decision level choice, respectively.
Furthermore, Pr means probability and ai is a specified probability value. This means that the linear
constraints may be violated some of the time and at most100 (1 − αi)% of the time. For the sake
of simplicity, we assume that the random parameters ci, (1, 2, . . . ,m) are distributed normally with
known means E{ci} and variances V {ci} and independently of each other.

Definition 1. Let G1, G2, G3 be the feasible regions of the first, the second and the third level decision
maker, respectively For any (x1, x2 ∈ G1 = {x1, x2|(x1, . . . , xm) ∈ G} given by FLDM and (x3, x4 ∈
G2 = {x3, x4|(x1, . . . , xm) ∈ G} given by SLDM, if the decision-making variable (x5, x6 ∈ G3 =
{x5, x6|(x1, . . . , xm) ∈ G} is the Pareto optimal solution of the TLDM, then (x1, . . . , xm) is a feasible
solution ofCH-MLLSFP.

Definition 2. A point x∗ ∈ Rm is a feasible solution of the CH-MLLSFP with probability
m∏
i=1

αi; no

other feasible solution x ∈ G exists, such that F1(x
∗) ≤ F1(x); so x∗ is the Pareto optimal solution of

the CH-MLLSFP.
The basic idea in treating problem(CH-MLLSFP) is to convert the probabilistic nature of this problem
into an equivalent deterministic. Here, the idea of employing deterministic version will be illustrated
by using the interesting technique of chance-constrained programming ([1],[10]). In this case, the set
of constraints X can be rewritten in the deterministic form as:

G = {X ∈ Rn|
n∑

j=i

aijxj ≤ E(ci) +Kαi

√
V ar(ci), i = 1, 2, . . . ,m, xj ≥ 0, j = 1, 2, . . . , n} (5)

where Kαi is the standard normal value such that Φ(Kαi) = 1 − αi; and Φ(a) represents the
cumulative distribution function of the standard normal distribution evaluated at a.

3 Deterministic Multilevel Large Scale Fractional
Programming Problem

Now before we go any further, problem (CH-MLLSFP) can be understood as the following deterministic
multi-level large scale fractional programming problem (MLLSFP):
[First Level]

Max
x1,x2

F1(x) = Max
x1,x2

m∑
j=1

bT1jxj + α1j

dT1jx+ β1
, (j = 1, 2, . . . , N1) (6)
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Where x3, . . . , xm solves
[Second Level]

Max
x3,x4

F2(x) = Max
x3,x4

m∑
j=1

bT2jxj + α2j

dT2jx+ β2
, (j = 1, 2, . . . , N2) (7)

Where x5, . . . , xm solves
[Third Level]

Max
x5,x6

F3(x) = Max
x5,x6

m∑
j=1

bT3jxj + α3j

dT3jx+ β3
, (j = 1, 2, . . . , N3) (8)

Where x7, . . . , xm solves
Subject to:

G = {X ∈ Rn|
n∑

j=i

aijxj ≤ E(ci) +Kαi

√
V ar(ci), i = 1, 2, . . . ,m, xj ≥ 0, j = 1, 2, . . . , n}

4 Taylor Series Approach For Multi-level Large Scale
Fractional Programming Problem (MLLSFPP)

In the deterministic multilevel large scale fractional programming problem (MLLSFPP), can be transform
objective functions by using Taylor series at first, and then a satisfactory value for the variables of the
model is obtained by solving the model, which has a single objective function. Here, Taylor series
obtains polynomial objective functions which are equivalent to fractional objective functions. Then,
the (MLLSFPP) can be reduced into a single objective combined with the use of the branch and
bound method. In the compromised objective function, the weight of the first objective is more than
the weight of the second objective and so on.
The proposed approach to solve multilevel large scale fractional programming problem (MLLSFPP)can
be explained as follows:
Step: 1 Determine x∗

i = (x∗
i1, . . . , x

∗
1k which is the value that is used to maximized the ith objective

function Fi(x), (i = 1, 2, . . . , k) where k is number of the variables.
Step: 2 Transform the objective functions Fi(x), (j = 1, 2, . . . , k) by using the following 1th order
Taylor series polynomial series in the following form stated in ([2], [11])as:

Fi(x) ∼= F̄i(x) = Fi(x
∗
i ) +

n∑
j=1

(xj − x∗
ij)

∂Fi(x
∗
i )

dxj
, (j = 1, 2, . . . , n) (9)

Step: 3 Find the satisfactory solution by solving the reduced problem to a single objective function.
In the compromised objective function, the weight of the first objective is more than the weight of the
second objective and so on.

5 A decomposition Algorithm ForChance-Constrained
Large Scale Multi-Level Fractional Programming
Problem (CH-MLLSFPP)

Multilevel large scale linear programming problem(MLLSLPP) is solved by adopting the leader-follower
Stakelberg strategy combine with Dantzig and Wolf decomposition method ([6], [8]).One first gets the
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optimal solution that is acceptable to FLDM using the decomposition method to break the large scale
problem into n-sub problems that can be solved directly.
The decomposition principle is based on representing the MLLSLPP in terms of the extreme points
of the sets djxj ≤ cj , xj ≥ 0, j = 1, 2, . . . ,m. To do so, the solution space described by each
djxj ≤ cj , xj ≥ 0, j = 1, 2, . . . ,m must be bounded and closed .
Then by inserting the FLDM decision variable to the SLDM for him/her to seek the optimal solutionusing
Dantzig and Wolf decomposition method [8], then the decomposition method break the large scale
problem into n-sub problems that can be solved directly.
Finally the TLDM do the same action till he obtains the optimal solution of his problem which is the
optimal solution to TLLSLPP.

Theorem 1. The decomposition algorithm terminates in a finite number of iterations, yielding a
solution of the large scale problem.
To prove theorem 1 above, the reader is referred to [8].

5.1 The first-level decision-maker problem

The first-level decision-maker problem of the MLLSLPP is as follows:
[First Level]

MaxF1(x) = Max

m∑
j=1

b1jxj , (10)

Subject to x ∈ G.
To obtain the optimal solution of the FLDM problem; suppose that the extreme points of
djxj ≤ cj , xj ≥ 0 are defined as x̂jk, k = 1, 2, 3, where xj defined by:

xj =

kj∑
k=1

βjkx̂jk , j = 1, . . . ,m. (11)

and βjk ≥ 0, for all k and
ki∑

k=1

βjk = 1.

Now, the FLDM problem in terms of the extreme points to obtain the following master problem of the
FLDM are formulated as stated in [6]:

Max

k1∑
k=1

b11x̂1kβ1k +

k2∑
k=1

b12x̂2kβ2k + · · ·+
kn∑
k=1

b1nx̂nkβnk (12)

Subject to
k1∑
k=1

a01x̂1kβ1k +

k2∑
k=1

a02x̂2kβ2k + · · ·+
kn∑
k=1

a0nx̂nkβnk ≤ C0,

k1∑
k=1

β1k = 1,

k2∑
k=1

β2k = 1,

kn∑
k=1

βnk = 1, βjk ≥ 0, for all j and k.

The new variables in the FLDM problemare βjk which determined using Balinskis algorithm [12].
Once their optimal values β∗

jk are obtained, then the optimal solution to the original problem can be

83



Emam et al.; BJMCS, 6(2), 79-90, 2015; Article no.BJMCS.2015.063

found by back substitution as follow:

xj =

kj∑
k=1

β∗
jkx̂jk, j = 1, 2, 3. (13)

It may appear that the solution of the FLDM problem requires prior determination of all extreme
points x̂jk.

To solve theFLDM problem by the revised simplex method, it must determine the entering and
leaving variables at each iteration. Let us start first with the entering variables.
Given CB and B−1 of the current basis of the FLDM problem, then for non-basic βjk:

zjk − cjk = CBB
−1Pjk − cjk (14)

Where

cjk = cj x̂jk andPjk =


aj x̂jk

0
1
0

 (15)

Now, to decide which of the variables βjk should enter the solution it must determine:

ẑjk − ĉjk = min{zjk − cjk} (16)

Consequently, if z∗jk−c∗jk ≤ 0, then according to the maximization optimality condition, β∗
jk must enter

the solution; otherwise, the optimal has been reached.

5.2 The Second-Level Decision-Maker (SLDM) Problem
Secondly, according to the mechanism of the CH-MLLSFPP, the FLDM variables xF

1 , x
F
2 should be

given to the SLDM; hence, the SLDM problem can be written as follows:

MaxF2(x) = Max

m∑
j=1

b2jxj , (17)

Subject to (xF
1 , x

F
2 , . . . , xm) ∈ G.

To obtain the optimal solution of the SLDM problem; the SLDM solves his master problem by the
decomposition method [6] as the FLDM.

5.3 The Third-Level Decision-Maker (TLDM) Problem
Finally, according to the mechanism of the CH-MLLSFPP, the SLDM variables xF

1 , x
F
2 , x

S
3 , x

S
4 should

be given to the TLDM; hence, the TLDM problem can be written as follows:

MaxF3(x) = Max

m∑
j=1

b3jxj , (18)

Subject to (xF
1 , x

F
2 , x

S
3 , x

S
4 , . . . , xm) ∈ G.

To obtain the optimal solution of the TLDM problem; the TLDM solves his master problem by the
decomposition method [8] as the FLDM and SLDM.
Now the optimal solution (xF

1 , x
F
2 , x

S
3 , x

S
4 , x

T
5 , x

T
6 , . . . , x

T
m) of the TLDM is the optimal solution of the

CH-MLLSFPP.
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6 An Algorithm For Solving CH-MLLSFPP

A solution algorithm to solve chance-constrained multilevel large scale fractional programming problem
(CH-MLLSFPP) is described in a series of steps. This algorithm overcomes the complexity nature of
multilevel large scale fractional programming problem, and uses stochastic in the constraint method
of multilevel optimization to facility the large scale constraints nature. Inserting the variables value
of every higher level decision maker to his lower level decision maker break the difficulty faces the
CH-MLLSFPP.
The suggested algorithm can be summarized in the following manner:
Step 1.

Determine the means E{ci} and V ar{ci}(i = 1, 2, . . .m).go to Step 2.
Step 2.

Transform the original set of constraints X of problem (CH-MLLSFPPs) into the equivalent set of
constraints G.

G = {X ∈ Rn|
n∑

j=1

aijxj ≤ E(ci) + kαi

√
V ar(ci), (i = 1, 2, . . . ,m), xj ≥ 0, (j = 1, 2, . . . ,m)}

Step 3.
Formulate the equivalent problem (MLLSFPP).

Step 4.
Convert problem (MLLSFPP) into (MLLSLPP) using Taylor series approach the transformation

for the FLDM, SLDM, and TLDM.

Fi(x) ∼= F̄i(x) = Fi(x
∗
i ) +

n∑
j=1

(xi − x∗
ij)

∂Fi(x
∗
i )

dxj
, (j = 1, 2, . . . , n)

Step 5.
Start with the FLDM problem and, go to Step 6.

Step 6.
Convert the master problem in terms of extreme points of the sets djxj ≤ cj , xj ≥ 0, j = 1, 2, 3.

Step 7. Determine the extreme points xj =
kj∑
k=1

βjkx̂jk, j = 1, 2, 3 using Balinski’s algorithm [12].

Step 8.
Set k = 1.

Step 9.
Compute zjk − cjk = CBB

−1Pjk − cjk, go to Step 10.
Step 10.

If z∗jk − c∗jk ≤ 0, then go to Step 11; otherwise, the optimal solution has been reached, go to Step
12.
Step 11.

Set k = k + 1, go to Step8.
Step 12.

If the SLDM obtain the optimal solution go to Step 15 , otherwise go to Step 13.
Step 13.

Set (x1, x2) = (xF
1 , x

F
2 ) to the SLDM constraints, go to Step 14.

Step 14.
The SLDM formulate his problem, go to Step 6.

Step 15.
If the TLDM obtain the optimal solution go to Step 18, otherwise go to Step 16.

Step 16.
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Set (x1, x2, x3, x4) = (xF
1 , x

F
2 , x

S
3 , x

S
4 ) to the TLDM constraints, go to Step 17.

Step 17.

The TLDM formulate his problem, go to Step 6.
Step 18.

(xF
1 , x

F
2 , x

S
3 , x

S
4 , x

T
5 , x

T
6 , . . . , x

T
m) is as an optimal solution for multilevel large scale linear programming

problem, then stop .

7 An Algorithm Flow Chart For CH-MLLSFPP
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8 An Illustrative Example
In this section, an illustrative example is given to clarify the proposed solution algorithm.To demonstrate
the solution for (CH-MLLSFPP), let us consider the following problem:
[First level]

Max
x1,x2

F1(x1, x2) = Max
x1,x2

2x1 + 3x2 + x5 + x6

x1 + 4x2 + 6

Where x3, x4, x5, x6 solves
[Second level]

Max
x3,x4

F2(x3, x4) = Max
x3,x4

3x3 + 4x4 + x5 + x6

6x3 + 4x4 + 2

Where x5, x6 solves
[Third level]

Max
x5,x6

F3(x5, x6) = Max
x5,x6

x1 + 3x5 + 2x6

x5 + x6 + 6

Subject to Pr{x1 + x2 + x3 + x4 + x5 + x6 ≤ c1} ≥ 0.95,
Pr{2x1 + x2 ≤ c2} ≥ 0.90,
Pr{x3 + 2x4 ≤ c3} ≥ 0.90,
Pr{x5 +

1
3
x6 ≤ c4} ≥ 0.95,

x1, x2, x3, x4, x5, x6 ≥ 0.
Suppose that bi, (i = 1, 2, 3) are normally distributed random parameters with the following means
and variances:

Mean E{c1} = 3.29 E{c2} = 1.215 E{c3} = 1.785 E{c4} = 0.697

Variance var{c1} = 4 var{c2} = 1 var{c3} = 3 var{c4} = 2

From standard normal tables, we have: Kα2 = Kα3 = K0.90
∼= 1.285,Kα1 = Kα4 = K0.95

∼=
1.645 Problem (CH-MLLSFPP) can be represented as the following deterministic multilevel large scale
fractional programming problem (MLLSFPP):
[First Level]

Max
x1,x2

F1(x1, x2) = Max
x1,x2

2x1 + 3x2 + x5 + x6

x1 + 4x2 + 6

Where x3, x4, x5, x6 solves
[Second level]

Max
x3,x4

F2(x3, x4) = Max
x3,x4

3x3 + 4x4 + x5 + x6

6x3 + 4x4 + 2

Where x5, x6 solves
[Third level]

Max
x5,x6

F3(x5, x6) = Max
x5,x6

x1 + 3x5 + 2x6

x5 + x6 + 6

Subject to x1 + x2 + x3 + x4 + x5 + x6 ≥ 10,
x1 + x2 ≤ 3,
x3 + 2x4 ≤ 4,
x5 +

1
3
x6 ≤ 3,

x1, x2, x3, x4, x5, x6 ≥ 0.
If the problem(MLLSFP) is solved for each membership functions one by one then h1(4, 0, 2, 0, 1, 1) =
1, h2(1, 0, 0, 2, 1, 1) = 1 and h3(2, 0, 1, 0, 0, 4) = 1. Then, the objective functions are transformed by
using 1th order Taylor polynomial series.
Now, the resulting form of the problem (MLLSFP) above is written as:
[First Level]
F1(x) ∼= F̂1(x) = 0.1x1 − 0.1x2 + 0.1x5 + 0.1x6 + 0.4,
Where x1, x2 solves
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[Seconed Level]
F2(x) ∼= F̂2(x) = −0.3x3 + 0.1x5 + 0.1x6 + 0.8,
Where x1, x2, x3, x4 solves
[Third Level]
F3(x) ∼= F̂3(x) = 0.1x1 − 0.2x5 + 0.1x6 − 0.4
Subject to
x1 + x2 + x3 + x4 + x5 + x6 ≥ 10,
x1 + x2 ≤ 3,
x3 + 2x4 ≤ 4,
x5 +

1
3
x6 ≤ 3,

x1, x2, x3, x4, x5, x6 ≥ 0.
Now the problem is solved by decomposition
first, the FLDM solves his/her problem as follow:
XB = B−1(10, 1, 1, 1)T = (1.18, 1, 1− 0.18)TCB = (0,−M,−M,−M)
After 10 iterations the FLDM obtain his optimal solution
X∗

3 = 1(0, 9)T = (0, 9) X∗
1 = 1( 3

2
, 0)T = (1.5, 0), X∗

2 = 1(4, 0)T = (4, 0), ZThebest = 1.45,
(xF

1 , x
F
2 , x

F
3 , x

F
4 , x

F
5 , x

F
6 ) = (1.5, 0, 4, 0, 0, 9), F1 = 1.45

Second, the SLDM solves his/her problem as follow:
The SLDM do the same action like FLDM till he obtains the optimal solution. After 3 iterations the
SLDM obtain his optimal solution. X∗

1 = 0.9(0, 9)T = (0, 8.1), X∗
2 = 0.083(3, 0)T = (0.249, 0),

ZThebest = 0.825,
(xS

1 , x
S
2 , x

S
3 , x

S
4 , x

S
5 , x

S
6 ) = (1.5, 0, 0, 8.1, 0.249, 0).F2 = 0.825.

Third, the TLDM solves his/her problem as follows:
TLDM problem using a decomposition algorithm to solve his problem depending on
(xT

1 , x
T
2 , x

T
3 , x

T
4 , x

T
5 , x

T
6 ) = (1.5, 0, 0, 8.1, 0.249, 0).

(xF
1 , x

F
2 ) = (1.5, 0) and (xS

3 , x
S
4 ) = (0, 8.1).F3 = 0.3.

9 Conclusions

This paper presented a solution algorithm to solve a multi-level large scale fractional programming
problem with individual chance constraints (CH-MLLSFP). The basic idea in treating (CH-MLLSFP)
was to convert the probabilistic nature of this problem into a deterministic multi-level large scale
fractional programming problem (MLLSFPP). A solution of multi-level large scale fractional programm-
ing problem was presented using a Taylor series to avoid the complexity of fractional nature. An
illustrative example was discussed to demonstrate the correctness of the proposed solution method.
However, there are many other aspects, which should by explored and studied in the area of a large
scale multi-level optimization such as:

1- Multi-level large scale fractional programming problem with stochastic parameters in both objective
functions and constraints.

2- Taylor series approach for solving chance constrained multi-level multi-objective mixed integer
non-linear fractional programming problem.

3- Multi-level large scale programming problem with rough parameters in the objective functions and
in the constraints and with integrality conditions.
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CH-MLLSFP Chance-constrained multilevel large scale fractional programming problem
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TLDM The third level decision maker
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