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Abstract

A double-threshold system (DTS) is a system that is successful if and only if the weighted
arithmetic sum of its successes/failures equals or exceeds a certain threshold T1 and is smaller
than or equal to a certain threshold T2. Generally a DTS is neither symmetric nor coherent.
The DTS reduces for positive weights to a weighted k-to-l-out-of-n:G system, whose symmetric
special case is the k-to-l-out-of-n:G system. Another important special case of the DTS is the
threshold system (TS), commonly known for positive weights as the weighted k-out-of-n system.
The paper presents the fundamental properties of the DTS. Recursive relations covering a DTS
are given together with various possible sets of boundary conditions. Based on these, a novel
recursive algorithm for computing the reliability of a DTS is described, and then demonstrated
via an illustrative example using the signal flow graph technique together with probability map
interpretation. The DTS recursive algorithm developed herein is an extension of earlier algorithms
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for (single-) threshold systems and for k-out-of-n systems. The current algorithm as well as these
former algorithms are shown to be equivalent to implementation of the Reduced Ordered Binary
Decision Diagram (ROBDD).

Keywords: Double-Threshold; k-to-l-out-of-n; weighted k-out-of-n; recursive relations; boundary
conditions; signal flow graph; reliability.
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Assumptions

1. Both the components and the system are 2-state, i.e. either successful or failed.

2. Component states are statistically independent.

3. Component reliabilities are not necessarily equal.

4. The success/failure function of the system is a double-threshold switching function in the
successes/failures of its components.

Acronyms

TS Threshold System, also called Single-Threshold System or weighted k-out-of-n system.
DTS Double-Threshold System, a system that reduces for positive weights to a weighted k-to-

l-out-of-n:G system.

Notations

n number of system components.

Xi, X̄i indicator variables for successful and unsuccessful operation of component
i. These are switching random variables that take only one of the two
discrete values 0 and 1; Xi = 1 and X̄i = 0 iff i is good, and Xi = 0 and
X̄i = 1 if i is failed.

S, S̄ indicator variables for successful and unsuccessful operation of the system,
called system success and system failure, respectively.

Wi weight of the variable Xi (weight of component i); a real-valued constant.

T1, T2 threshold discriminations (or merely thresholds) of a double-threshold
function or system; real-valued constants.

D(n;X;W;T1, T2) D(n;X1,X2, . . . , Xn;W1,W2, . . . ,Wn;T1, T2) a double-threshold switching
function of n variables X (or a double-threshold system of n components
with successes X), weights W and thresholds T1 and T2.

P{.} probability of the event{.}.

pi, qi reliability and unreliability of component i: pi = P{Xi = 1}; qi = P{Xi =
0} = 1.0 − pi. Both pi and qi take real values in the closed continuous
interval [0.0, 1.0].
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R,U reliability and unreliability of the system: R = P{S = 1};U = P{S =
0} = 1.0−R.

⌊x⌋ floor of a real number x.

⌈x⌉ ceiling of a real number x.

X,p,W n-dimensional vectors of component successes, reliabilities, and weights;
X = [X1 X2 . . . Xn]

T ,etc.

X | ji the value of X when Xi is set equal to j, where j = 0 or 1.

p | ji the value of p when pi is set equal to j, where j = 0 or 1.

I{A} indicator variable for proposition A; I{A} equals 1 if A is true and is 0
otherwise.

W/Wi an (n−1)-dimensional vector obtained by excluding Wi from W;W/Wi =
[W1 W2 . . .Wi−1 Wi+1 . . .Wn]

T

Nomenclatures

Duality: strictly speaking, the dual of a switching function is obtained by complementing the
function and all its switching arguments (inverting both inputs and output) [1, 2]. In the reliability
literature, ”duality” is sometimes freely used to indicate ”similarity” or ”analogy”.

Monotone: a monotone system is one whose reliability function is a non-decreasing function in
each component reliability, i.e.,

R(p|1m)−R(p|0m) = ∂R(p)/∂pm ≥ 0.0, 1 ≤ m ≤ n. (0.1)

Relevant: component m is relevant to the system if there exists a valid value for p such that
∂R(p)/∂pm ̸= 0.0.

Coherent: a coherent system is a monotone system whose components are all relevant [2, 3]. If the
reliability function R(p) of a coherent system with identical components is plotted versus p within
the square 0.0 ≤ p ≤ 1.0, 0.0 ≤ R(p) ≤ 1.0, then it satisfies R(0.0) = 0.0, and R(1.0) = 1.0, and
exhibits an S-shape, i. e., the curve R(p) versus p is monotonically non-decreasing and if it crosses
the diagonal (p versus p), it does so only once and from below, [4].

k-out-of-n:G system: a system that is good if and only if (iff) at least k out of its n components
are good.

k-out-of-n:F system: a system that is failed iff at least k out of its n components are failed.

k-out-of-n (partially-redundant) system: a collective name for k-out-of-n:G and k-out-of-n:F
systems; a k-out-of-n:F system is equivalent to an (n − k + 1)-out-of-n:G system. A k-out-of-n
system is a coherent system in the practical case of 1 ≤ k ≤ n, while it is only monotone for the
hypothetical or fictitious limiting cases of k = 0 and k = (n+ 1).

s-p complex: a coherent system is series-parallel (s-p) complex iff it has no components in series
or in parallel [5]. A k-out-of-n system is s-p complex for 1 < k < n, and hence cannot be treated
(even partially) by series-parallel reductions.

Pivoting: by pivoting on component m, system reliability R(p) can be written as
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R(p) = qm ∗R(p|0m) + pm ∗R(p|1m), (0.2)

where R(p|0m) and R(p|1m) are the reliabilities of the minors or subsystems of the original system
with respect to component m. Pivoting is also called factoring and is equivalent to the total
probability theorem [6] in the algebraic domain or to the Boole-Shannon expansion [7] in the Boolean
domain.

1 Introduction

The single threshold system, or simply the threshold system, which can be neither symmetric nor
coherent, is an important generalization of the k-out-of-n:G(F) system. A threshold system is
defined as a system composed of n statistically independent 2-state components such that the success
or failure of the system is a threshold (linearly separable) switching function [8, 9, 10, 11, 12, 13, 14]
in the successes or failures of the system components. This system is successful if and only if the
weighted arithmetic sum of its component successes equals or exceeds a certain threshold. Therefore,
a threshold system is characterized by (n + 1) coefficients, namely, its threshold and the set of n
component weights. An important special case of the threshold system is the weighted k-out-of-
n:G system, which is a coherent non-symmetric system of strictly positive weights and a threshold
equal to k [10, 15, 16, 17]. If further, all the weights are equal to 1, the weighted k-out-of-n:G
system reduces to the k-out-of-n:G system. Therefore, the k-out-of-n:G system can be defined as
a threshold system with a common positive weight for its components and a threshold equal to k
multiplied by this common weight [8].

This paper deals with a generalization of the single-threshold system, which we call a double-
threshold system. A double-threshold system is a system whose success or failure (but not both) is
a double-threshold switching function in the successes/failures of its components, i.e., it is defined
to be successful or failed if and only if the weighted arithmetic sum of its successes/failures equals
or exceeds a certain threshold T1 and is smaller than or equal to a certain threshold T2. Generally,
a double threshold system is neither symmetric nor coherent. Its symmetric special case is the
k-to-l-out-of-n system (for which the component weights are equal, and its coherent special case
is the single-threshold system of positive weights (for which the upper threshold T2 is ignored or
considered infinite), which is commonly referred to in the literature as a weighted k-out-of-n system.

A switching function is characterized by 2n real coefficients while a threshold function is defined by
(n+1) coefficients, and a double-threshold function is characterized by (n+2) real coefficients. While
the class of double-threshold functions is a somewhat restricted subset of all switching functions, it
is still large enough to represent many systems of practical significance.

A prominent example of a double-threshold system is the k-to-l-out-of-n:G system [18, 19, 20, 21,
22, 23, 24, 25, 26, 27, 28, 29, 30], which is good iff the number of good components among its n
components is between k and l (inclusive), i.e.

{S(X) = 1} ⇔

{
k ≤

n∑
i=1

Xi ≤ l

}
. (1.1)

Another prominent example is the mirror-image or dual of the above system, namely, the k-to-l-
out-of-n:F system which fails if at least k and at most l of its n components fail, i.e.,

{
S̄(X) = 1

}
⇔

{
k ≤

n∑
i=1

X̄i ≤ l

}
. (1.2)
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The success function for each of the k-to-l-out-of-n systems is a symmetric switching function beside
being a double-threshold one. These systems are useful non-coherent models of some multiprocessor
computer as well as communication and transportation systems. The k-to-l-out-of-n:G system
requires a minimum number k of good components to function successfully. However, when the
number of good components exceeds a maximum l, competition among good components for limited
resources available causes system failure.

This paper is intended to be a review or tutorial exposition, that we hope to make of significant
practical utility. We endeavor for clarity and simplicity to allow all readers to easily follow the
discussion. Thus, we deliberately include certain details and explanation of terminology that experts
might consider obvious or even trivial. In some papers, the absence and obscurity of such details
has occasionally led to misunderstanding and pitfalls.

The paper lists and proves (or at least justifies) the fundamental properties of double-threshold
switching functions and systems. In particular, recursive relations governing double-threshold
systems are given together with various possible sets of boundary conditions. Based on these,
a novel recursive algorithm for computing the reliability of a double-threshold system is described,
and then demonstrated via an illustrative example using the signal flow graph technique. We start
our reliability analysis in the switching (Boolean) domain rather than the probability (algebraic)
domain, then transform the result to the algebraic domain. We try to use the plethora of techniques
available for switching (Boolean) algebra [31, 32, 33, 34, 35, 36, 37]. We will use the symbol (∨)
instead of (+) for the OR switching operation and R(p) or R(p) for system reliability for non-
identical component reliabilities p or a common component reliability p, i.e., we will make the time
dependence of R implicit through the time dependence of p or p.

The organization of the rest of this paper is as follows. Section 2 represents the formal definition
and certain fundamental properties of the DTS. The recursive relations governing the reliability of a
DTS are given in Section 3 together with different appropriate sets of Boundary Conditions. Based
on these, a novel recursive algorithm for computing the reliability of DTS is given. This algorithm
is illustrated for a 5-component system in Section 4, and further illustrated by a (Mason) signal
flow graph, and then verified and interpreted on a probability map. Section 6 concludes the paper.

2 Formal Definition and Fundamental Properties

By definition, a switching function:

S(X) = S(X1, X2, . . . Xn) (2.1)

is a threshold function iff there exists a set of real numbers W1,W2, . . . ,Wn, called weights, and T ,
called a threshold, such that:

S(X) =

 1 iff
∑n

i=1 WiXi ≥ T

0 iff
∑n

i=1 WiXi < T.
(2.2)

A double-threshold system (DTS) is a system whose success is a double-threshold function and can
be defined by:

S(X) = 1 iff T1 ≤
n∑

i=1

WiXi ≤ T2 (2.3)

and denoted by D(n;X;W;T1;T2).
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We can use the above designation to express the success of certain special cases of the DTS as follows:

Success of the k-to-l-out-of-n:G system

= D(n;X; 1, 1, ..., 1; k; l), (2.4)

Success of the k-to-n-out-of-n:G system

= success of thek-out-of-n:G system

= D(n;X; 1, 1, ..., 1; k;n),
(2.5)

Success of the k-to-n-out-of-n:F system

= success of thek-out-of-n:F system

= D(n;X, 1, 1, ..., 1;n− k + 1;n)

= success of the(n− k + 1)-out-of-n:G system.

(2.6)

Alternatively, a DTS might be defined as a system whose failure is a double-threshold function i.e.,

S̄(X) = 1 iff T1 ≤
n∑

i=1

WiX̄i ≤ T2. (2.7)

Note that the definitions in (2.3) and (2.7) are incompatible. Therefore, we will restrict our
forthcoming discussion to the DTS defined by (2.3).

We now list a few fundamental properties of a Double-Threshold system.

Property 1

The DTS has its success function as

S(X) = D(n;X;W, T1, T2), (2.8)

satisfying a conjunction of two propositions (which are consistent since T1 ≤ T2), namely:

{
T1 ≤

n∑
i=1

WiXi

}
AND

{
n∑

i=1

WiXi ≤ T2

}
(2.9)

The failure function is given by (2.7) and hence, this failure function satisfies a disjunction of two
disjoint (mutual-exclusive) propositions, namely:

{
T1 >

n∑
i=1

WiXi

}
OR

{
n∑

i=1

WiXi > T2

}
(2.10)

Therefore, a DTS is defined to have either its success or its failure (but not both) as a double-
threshold function. This situation is different from that of a threshold system, where success and
failure are both threshold functions. Therefore, while a k-out-of-n:F system can be identified as
an (n− k + 1)-out-of-n:G system, there is no similar result for the k-to-l-out-of-n:F system which
fails when the number of its failed components NF is such that {k ≤ NF ≤ l}, and hence succeeds
when the number of its successful components NS = n − NF is such that {NS > (n − k)} or
{NS < (n − l)}. These two sets of values for NS do not join to form a set of consecutive values
[m1,m2] that describes an m1-to-m2-out-of-n:G system.
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Property 2

It is possible to express the success of a DTS (2.8) with negated weights and negated interchanged
thresholds, i.e., as:

S(X) = D(n;X;−W,−T2,−T1). (2.11)

For example, the following three expressions denote the same DTS.

6 ≤ X1 + 3X2 + 5X3 + 5X4 + 7X5 ≤ 12 (2.12a)

S(X) = D(5;X; 1, 3, 5, 5, 7; 6; 12) (2.12b)

S(X) = D(5;X;−1,−3,−5,−5,−7;−12;−6). (2.12c)

Property 3

The system success is a double-threshold function in either the component successes, the component
failures, or some mixture thereof. In fact, the indicator variable of one component can be replaced
by one minus its complement in the double-threshold relation, thereby changing the system success
into:

S(X) =D(n;X1, X2, . . . , X̄i, . . . , Xn;W1,W2, . . . ,

−Wi, . . . ,Wn;T1 −Wi, T2 −Wi).
(2.13)

This means that we can modify the system description by replacing the success of component i by
its failure and correspondingly negating its weight and deducing that weight from both thresholds.
Similarly, all component successes can be complemented provided S is rewritten as

S(X) = D

(
n; X̄;−W;T1 −

n∑
i=1

Wi;T2 −
n∑

i=1

Wi

)
. (2.14)

This allows an alternative system description in which component failures are used instead of
component successes as arguments for system success provided component weights are negated and
the sum of the original weights is deduced from both thresholds.

Property 4

If the system success S(X) is a symmetric switching function, its weights can be assumed to be all
equal to unity without loss of generality. If the system is coherent, the real thresholds T1 and T2

can be replaced by integer values equal to the floor k = ⌊T2⌋ and the ceiling l = ⌈T1⌉, respectively.
Equations (2.4)-(2.6) express some symmetric cases of the DTS.

Property 5

If the component m of the DTS is known to be failed or good, the system reduces to a subsystem,
with a double-threshold success, via

S(X|0m) = D(n− 1;X/Xm;W/Wm;T1;T2) (2.15)
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S(X|1m) =D(n− 1;X/Xm;W/Wm;T1 −Wm;

T2 −Wm).
(2.16)

The original double-threshold function S(X) is related to its sub-functions/restrictions in (2.15)
and (2.16) via the Boole-Shannon expansion.

S(X) =
(
X̄m ∧ S(X|0m)

)
∨ (Xm ∧ S(X|1m)) . (2.17)

The RHS of equation (2.17) is in probability-ready form [2, 36, 37, 38], since any ORed quantities are
disjoint and any ANDed quantities are statistically independent. It can be transformed immediately
to a probability expression by replacing switching variables by their expectations and logical multiplication
and addition (ANDing and ORing) by their arithmetic counterparts.

3 Recursive Relations and A Recursive Algorithm

The reliability of a DTS system can be computed via the recursive relation obtained by transforming
equation (2.17) to the probability domain as follows:

R(n;p;W;T1;T2) = qnR(n− 1;p/pn;W/Wn;T1;T2)

+ pnR(n− 1;p/pn;W/Wn;T1

−Wn;T2 −Wn),

(3.1)

together with an appropriate set of boundary conditions obtained for subsystems of an acceptably
small number of components. For subsystems of 0 components, the boundary conditions are shown
in Fig. 1a, namely

R(0; ; ;T1;T2) = I(T1 ≤ 0)I(0 ≤ T2). (3.2)

For subsystems of a single complement n, the boundary conditions are shown in Fig. 1b, namely

R(1; pn;Wn;T1;T2) = I(T1 ≤ 0)I(0 ≤ T2)qn

+ I(T1 ≤ Wn)I(Wn ≤ T2)pn.
(3.3)

For subsystems of two components i and j, the boundary conditions are shown in Fig. 1c, namely

R(2; pi, pj ;Wi,Wj ;T1;T2)

= I(T1 ≤ 0)I(0 ≤ T2)qiqj

+ I(T1 ≤ Wi)I(Wi ≤ T2)piqj

+ I(T1 ≤ Wj)I(Wj ≤ T2)qipj

+ I(T1 ≤ Wi +Wj)I(Wi +Wj ≤ T2)pipj .

(3.4)
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..

T1 ≤ 0 ≤ T2

(a)

..

..

T1 ≤ 0 ≤ T2

..

T1 ≤ Wn ≤ T2
.

pn

(b)

....

T1 ≤ 0 ≤ T2

..

T1 ≤ Wi ≤ T2

..

T1 ≤ Wj ≤ T2

..

T1 ≤ Wi+Wj ≤ T2

.

pi

.

pj

(c)

Fig. 1. Variable-entered Karnaugh maps representing possible
boundary conditions for a double-threshold system of (a) 0 components,

(b) one component n, and (c) two components i and j

Similarly, boundary conditions could be written for subsystems of three or more components in the
same manner.

The repeated implementation of the recursive relation (3.1) doubles the number and decreases the
sizes of the DTSs involved. The recursion might be terminated at the level nf = 0 (Boundary
Conditions (3.2)), at the level nf = 1 (Boundary Conditions (3.3), at the level of nf = 2 (Boundary
Conditions (3.4)), or elsewhere. The decomposition or expansion tree is a complete binary tree of
[2(n−nf ) − 1] nodes. Therefore, the temporal complexity of the present algorithm is exponential.

In the special case of the coherent DTS, we can improve the efficiency of the current algorithm by
pruning the decomposition tree, i.e., by terminating the recursion as soon as a value of 0 or 1 is
achieved. This results from the fact that for a coherent system, the component weights are strictly
positive, and hence

0 ≤
n∑

i=1

WiXi ≤
n∑

i=1

Wi (3.5)

which when added to the definition (2.3), result in the following boundary conditions

R(n;p;W;T1, T2) = 1.0

if {T1 ≤ 0}AND

{
n∑

i=1

Wi ≤ T2

}
(3.6)

R(n;p;W;T1, T2) = 0.0

if

{
n∑

i=1

Wi < T1

}
OR {T2 < 0}

(3.7)
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With boundary conditions (3.6) and (3.7) used, the expansion tree ceases to be a complete binary
tree. It also ceases to be a strict binary tree and becomes an acyclic graph if some of the resulting
intermediate nodes are identified to be the same and profitably combined. The algorithm described
herein is a generalization of efficient or optimal algorithms for computing the reliabilities of k-
out-of-n systems [1, 2, 39, 40, 41, 42, 43], k-to-l-out-of-n system [20, 21], and threshold systems
[8, 10].

4 Illustrative Example

Consider the double-threshold system defined by (2.12). Fig. 2 is a Karnaugh-map representation of
the pseudo-Boolean function F (X) =

∑n
i=1 WiXi [44], and double-threshold success S(X). Fig. 3

is a Mason Signal Flow graph representing the expansion tree implementing the recursion (3.1) with
boundary conditions (3.6) and (3.7). Since some intermediate nodes are combined, the expansion
tree becomes an acyclic tree or an ROBDD graph [2]. In Fig. 3, each shaded or intermediary node
at level m has two inputs: one with transmission qm from a node of the same two thresholds, and
another with transmission pm from a node with its two thresholds each decreased by the weight
Wm. The black nodes are source nodes of value 1.0, while the white nodes are of value 0.0 (and
might be deleted). Note that the non-coherent nature of the system is manifested by the appearance
of the black (success) nodes as one group sandwiched between two groups of white (failure) nodes.
The sandwiching phenomenon appears in the SFGs for other non-coherent systems such as the
k-to-l-out-of-n:G system [20, 21], but it is absent in those of coherent systems such as certain
single-threshold systems [8] or k-out-of-n systems [1, 2, 10]. For those coherent systems, the black
and white nodes cluster separately in distinct groups. Finally, we obtain the following compact
symbolic expression for system reliability

R(5;p; 1, 3, 5, 5, 7; 6; 12) =

p5((p4q3 + q4p3)q2q1 + q4q3)

+q5[(p4q3 + q4p3)(p2 + q2p1) + p4p3q2]

(4.1)

Correctness of expression (4.1) is verified on a special version of the Karnaugh map [32, 45], called
the probability map [32, 45] as shown in Fig. 4. It is clear from this figure that the current algorithm
achieves an almost minimal disjoint coverage of the real transform of system success [46].

Compactness of the symbolic expression for R in (4.1) is a good asset. It results in a reduced
computational time and reduced round-off error when evaluating R numerically. Its availability
allows the computation of other pertinent quantities [47]. The dependence of R in (4.1) on time (t) is
implicit through the component reliabilities pm(t). If the pm(t)’s are given (e.g., pm(t) = exp(−λmt)
for a constant failure rate), then the system failure rate is computed via differentiation

f = −dR(t)

dt
, (4.2)

and the mean-time-to-failure (MTTF) of the system is computed via integration

MTTF =

∫ ∞

0

R(t)dt (4.3)
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Fig. 2. Karnaugh maps for F (X) and S(X)

Fig. 3. Signal flow graph with nodes R(n;p;W;T1, T2) and sink node
R(5;p; 1, 3, 5, 5, 7; 6, 12). Nodes in the same vertical level n share the same

W as shown, while (T1, T2) for every node is written on the same
horizontal level and p is implied. The indicated grid of W and (T1, T2)

values is very helpful in identifying leaf nodes of values 0 (shown white)
or of values 1 (shown black)
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5 Interpretation as an ROBDD

The current algorithm includes as a special case an earlier algorithm for computing the reliability
for a (single-)threshold or weighted–out-of-system, which in turn, includes as a special case the
AR algorithm for computing the reliability of a k-out-of-n system. We show now that all these
algorithms are implementations of the Reduced-Ordered-Binary-Decision-Diagram (ROBDD) strategy.
The k-out-of-n algorithm restricts the Boolean function to be monotone and symmetric, but the
single- and double-threshold algorithms do not impose such a restriction, though they demand that
the Boolean function be of a particular type.

The ROBDD strategy was proposed in [48] as an extension of the BDD methodology of [49]. The
ROBDD deals with general switching (two-valued Boolean) functions, and is now considered the
state-of-the-art data structure for handing such functions, with extensive applications in reliability
[50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60]. Our three algorithms, including the current one, have
exactly the same features as the ROBDD algorithm, namely:

1. Both these algorithms and the ROBDD algorithm are based on the Boole-Shannon expansion
in the Boolean domain.

f(X) = Xm

(
f(X)/Xm

)
∨Xm (f(X)/Xm)) , (5.1)

where

f(X)/Xm = f(X)|Xm=0 (5.2)

f(X)/Xm = f(X)|Xm=1 (5.3)

are called quotients, ratio, cofactors, sub-functions, or restrictions of f(X). This expansion
translates in the probability domain to the following expression for system reliability.

R(p) = qmR(p|pm = 0) + pmR(p|pm = 1) (5.4)

where qm = 1.0− pm. Equation (5.4) is simply a restatement of (0.2). Our earlier equation
(3.1) is the particular instance of (5.4) when applied to the double-threshold success. Equation
(5.4) is simply an expression of the Total Probability Theorem [2, 6] or Factoring Theorem
[47, 61, 62]

2. Both algorithms visit the variables in a certain order, typically monotonically ascending or
monotonically descending.

3. Both algorithms reduce the resulting expansion tree (which is exponential in size) to a root
acycli graph that is both canonical and hopefully compact or sub-exponential. The reduction
rule [55] requires merging isomorphic sub-stress, and deletion of useless nodes whose outgoing
edges points to the same child node.

The equivalence of the current algorithm to an ROBDD algorithms is manifested by the isomorphism
of Fig. 3 to Fig. 5 which depicts the same computation via an ROBDD. For simplicity, Fig. 5
shows the leaf nodes of 0 and 1 as split nodes.

12
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Fig. 4. Interpretation of the result of Fig. 3 on a probability map

Fig. 5. The ROBDD structure isomorphic to the SFG of 3. For
simplicity separate leaf nodes of 0 and 1 are used. Actually, there is a
single leaf node of 0 and another of 1. Note that the grid of W and

(T1, T2) of Fig. 3 is not used here
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6 Conclusion

This paper introduces a novel class of useful reliability models, called the double-threshold system,
which includes many well-known models as special cases. The paper presents the system definition,
properties, recursive relations, and boundary conditions. Subsequently, a novel recursive algorithm
for computing the system reliability is presented and illustrated with a 5-component example via
the pictorial tools of the signal flow graph and probability map. This algorithm is shown to be a
specific instant of the celebrated ROBDD strategy.

This paper is a demonstration of the paradigm of Boolean-based reliability in which system reliability
is analyzed first in the Boolean domain, and then the result is transformed to the probability domain
[29]. With such a paradigm, formulation of the problem is significantly facilitated, and powerful
tools of analysis such as the ROBDD are readily utilized.
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