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Abstract

Since the growth of information available on the inteim&$ grown out of hand, automation of text
summarization process has become more important. Sunsntade are in the form of a condended
version of original text, containing its important inforioat and considered as a good alternative to
reading the original text. One of the main requirements of #aiehme produced texts, is their coherence
and the semantic relation between their sentences. Remdioig-coherent summary, in spite of that dpes
not help the readers become aware of the informatighearoriginal text, it also creates confusions in
their mind. The main purpose of this paper is how to achiexe eoherent summaries in automatic text
summarization process. For this purpose there has beeneansyssigned, that using the concepts of
ontology, automatically summarizes Persian documents, msdtdr produce more coherent summari|es.
In this light, a technique has been devised that based on senge of a sentence in the summary,
increases the probability of choosing its adjacent seesernthe FarsNet ontology is the basis |for
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ontology-based calculations in this paper. The results show thasupgested approach succeed:
producing coherent summaries.

Keywords: Automatic text summarization; ontology; coheyenc

1 Introduction

Text summarization is a reductive transformation of soweretb summary text through content selection
and/or generalization on what is important in the source [@lvadays with the exponential growth of the
information available through internet, in other words, the médion overload [2], the volume of the
information is much more than the need of people. Certainlglyisty this massive volume of information
would be tedious and time consuming. Meanwhile, withoutystigda document, one cannot understand its
contents and decide about its relevance with the topic. Bechtisis, having an alternative approach that
can help reader achieve the main points without readinwioée text, so he can decide whether or not to
read the whole text, would be really beneficial.

Different categorizations, based on different points of viaye been suggested for automatic text
summarization systems ([3-6] for more study). Based on ¢hput, summarization systems are categorized
as either éxtractive’ or ‘abstractive! In extractive systems the output contains the most impopeas
(sentences, paragraphs, etc.) of the original text, withwmaking any changes to them [4]; while in
abstractive systems, the summarization is done throudgrstanding the original text, then retelling it using
fewer words [7]. Also based on their output, text summaoizatystems are categorized agneric’ or
‘query-based’Output of the generic summarization systems containstis important points of the given
document, while in query-based systems, the summary ontginsrithe concepts that are closely related to
the query [8-9].

Perhaps the rules for correct composition of paragraphsntiat’icentury Alexander Bain have suggested
in his English Composition and Rhetoric (1866), is the beginoirigking coherence in text seriously [10].
This concept, which garnered much more attention latertwmdocal' and ‘global kinds [11]. The local
coherence is semantic relationship between each pagmskcutive sentences in text (sentence to sentence
transactions); while the global coherence is the semagltiian that exists between the all sentences. Of
course the local coherence is a necessary prerequisiggofial coherence, to the extent that McKoon and
Ratsliff say psycholinguisticaly it is the most impottasource for inference-making during the
study/listening [12]. Hence, ‘local coherence’ (hereafteherence’) has been subject to more attention in
computational linguistics.

Lack of coherence in text or speech will most likely prevtee message from being delivered to the reader
or listener [10]. That is why coherence of the output e one of the key aspects of any text producing
systems [13].

Distribution of entities in locally coherent texts, displagstain regularities [13]. Therefore ontology as a
knowledgebase of entities and their semantic relaticaars,be a suitable basis for achieving this regularity
and consequently, coherence. “Ontology” is a Greek word corngisti “ontd” meaning “beings” and
“logos’ which usually is interpreted as “science”, therefdrean be said that ontology is science or study of
beings [14]. In other words ontology is a systematic agcofiexistence [15] that is used for modeling the
beings in real world and the relations between them.

Usually, based on the nature of query-based text sumatiariz only sentences closely related to the query
are put in the summary), their output have more coherencestiramaries produced using generic text
summarization systems (which put sentences related to dibgies made in the text, in the summary). In
other words, in generic summarization, because of theetyadf topics there is less semantic relation
between sentences. The goal of this paper is to dansémplementation of an extractive and generic text
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summarization system for Persian documents that produces eoberent summaries. Therefore, without
any queries, system will omit less important topics pratluce a summary consisting of the most relevant
sentences to the main topic discussed in the original datumbich has a high level of semantic relation
between its sentences. In many of the applications, witlioy queries, there is need to get a summary of
the most important/central topic of the document, in a walyshatences have semantic relation. For this
purpose a system will be designed that ontology is thes hasiforming the summaries (ontology-based
automatic text summarization), also the concepts extréciedit will be used for producing more coherent
summaries. In this regard, the second part is dedicateddyirsg the related works done in this field, and in
the third part the suggested automatic text summarizaggiama and its approach toward achieving coherent
summaries is discussed. Then in the fourth part, discussingwdlaation methods of automatic text
summarization systems, the results will be evaluated, aatlyfin the fifth part, conclusion of this research
will be presented.

2 Related Works

Numerous works about coherence has been done in the field plitaifonal linguistics [16-20]. Our focus
would be on the summarization systems that produce coherent asi@mmFirst automatic text
summarization system was built in 1958 [21], which produced suyuosing a set of statistical features.
Coherence was not of much importance in the initial worksedn this field. During the years, there has
been so much work done in the automatic summarizatideh, tieat we can say this branch of Atrtificial
Intelligence has reached maturity [22]. Nevertheless, aiteid coherence in the texts produced using
automatic summarization systems is relatively new. énftfiowing, we will name and discuss some of the
studies done in this field.

In [23], McKeown and Radev studied the ways for producing coheyemimaries from many news
documents about a common event. They used a system fqrétiteg original documents and to achieve a
semantic representation of them.

Lin & Hovy presented the NeATS summarization system [£dich is a multi-document summarization
system (in which the summary contains important portions afenthan one documents as input) for
extracting relevant portions of a set of documents, and miiegethem as a coherent summary. Also
QueSTS is an extractive multi-document summarizatigstesn that produces summaries based on the
gueries made by user [25]. In this system an intermedigieesentation of contextual relationship among
sentences in a graph topology from all the input docusnisnproduced. Existing sub-graphs are ranked
using scoring models, and most relevant of them to theygsiselected to be in the summary. This system
uses a sentence ordering strategy to improve coheranttee iresults. Also in [26], for addressing the
incoherence issue in extractive multi-document text sunaation, based on a schema-based summarization
approach, a schema for modeling discourse structure thamaflyussed by humans for summarizing, has
been suggested. In this query-based approach, each serdpresents part of a schema in the discourse
structure. G-FLOW is another extractive multi-documemsarization system that creates an intermediate
graph-based representation of the input text and by usirgstimates the discourse relations between
sentences and produces a coherent summary [27].

Miller in [28] presents an extractive summarization systewed on the Latent Semantic Analysis (LSA)
technique for producing coherent summaries. LSA is an undspdrtechnique that its results are
cognitively like human performance [29]. In this systemrdtial extract is produced that is merely based on
topic sentences, then the holes between the sentencedothmdt have semantic relation is filled with
creating relations between them. Also In [30] an unsuperysedabilistic approach for modeling latent
concepts in texts and correlation between these texts dduging topically coherent summaries has been
suggested.

In [31] using Hidden Markov Models (HMMs) an approach foruaately detecting and extracting coherent
relevant passages has been suggested. In this reseaib k4 been introduced as the best approach for
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extracting passages. Also in [32] a summarization systamsisting of three parts for generating coherent
summaries with textual aspects has been suggested; firds pietecting sentence-level textual aspects,
second part is coherence modeling using HMMs, and finally ivd part is selection and arranging
sentences according to textual aspects for achieving calseramaries.

Yoo, Hu &Song in [33] suggest a coherent graph-based semardierahg and summarization approach for
biomedical literature. In this research, Text Semanterdation Network (TSIN) is built, and for finding the
core semantic relations, an ontology-enriched graphicaéseptation of the documents is used, then the
summarization and clustering is done.

In [34], Parsumist is introduced as an automatic summanizagistem for Persian documents that relies on
lexical chains and semantic features for summarizing.té&ktis system that is both single-document and
multi-document, utilizes synonym sets to increase the coterehresults. Also in [35] with reliance on
linguistics properties of text and semantic chains among,thesystem has been suggested for producing
coherent summaries of Persian documents.

Zhang in his PhD thesis [36] stressed upon the importahaelerence in automatically produced
summaries and presented three different approaches foovimgrcoherence in automatic summarization;
shallow content-driven coherence in which words, phrases, neestediscourse units and their literal
relation are taken into consideration for increasing coheres®ep content-driven coherence which is
determined based on the news aspect and speech actgalyd dognitive model-driven coherence which
determined using cognitive models.

In [37], increasing coherence in single document summarizatitreated as an optimization problem for
choosing the best sentences of input based on the given objectitierfsn€he researchers also have been
used sentence compression techniques to reduce the length ofegateth increase their informativeness.

Discourse has generally been defined as anything beyoncheentf38]. It can be said that when use a
language for any purpose, we create a discourse. Byirgea discourse, speaker/writer wants to convey
their thoughts, ideas and feelings to other people. As Lingusicdety of America defines itiscourse
analysisis defined as the analysis of language ‘beyond the sentefetefore it can be deduced that
discourse analysis means analyzing text to understangbtils of language user, for creating a coherent and
unified part of the language. Also coherence relationduar@amental issue in the study of discourse [39-
41]. As it can be seen in recent researches, despitifteeent approaches, all of them intersect at trying to
produce coherent texts, and consequently achieving a strongaurdisstructure. In this paper we are going
to use ontology knowledgebase to understand the semantiachiesaformed in mind of the writer, and by
using that summarize the documents in a more coherentiriashio

3 Automatic Text Summarization System

The summarization system designed in this researektiactive and generic and does the summarization
for Persian documents. As mentioned earlier, ontologlyd@sasis for producing summaries in this system.
Also ontology will be used for achieving more coherent sanes. For this purpose FarsNet [42] ontology,
which is a Persian version of WordNé8], will be used. This summarization system, in a graphebasek
space, selects most important and coherent sentences gexthunits to put in the summary. The
architecture of this system consists of tp@processingand processingphases, which after introducing
FarsNet, we will detail them out.

3.1 FarsNet

FarsNet is a version of WordNet ontology [43] as rgdaelectronic lexical database of English, which is
designed by Natural Language Processing lab of ShahidsBeuniversity, for Persian language. WordNet
is designed by Princeton University and contains names, @dgcterbs and adverbs which have been
categorized in sets of cognitive synonynsyniset There are many versions of WordNet designed for
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different languages such as German, French, Spanish,,utdHtalian. First version of Persian WordNet
[44] contains lexical, syntactic and semantic knowledge forentiman 15,000 Persian words and phrases,
which are placed in 1,000 synsets of nouns, adjectives abd. \®&ynsets (synonym sets) are sets of words
that are cognitively synonymous, and they have formed trst fuodamental relation between words in this
lexical database. The second version of this lexical ds¢apt?] contains more than 30,000 entries in
categories of noun, verb, adverb and adjective, and alse than 20,000 synsets. The relationships between
senses and synsets in FarsNet are like the relatienghjsting in WordNet; relationships such as
synonymy, hypernymy, hyponymy, meronymy and antonymfy.c@irse there is a notable difference
between the size of FarsNet and the size of WordNaithacontains 155,287 lexical entries and 117,659
synsets.

3.2 System ar chitecture

Architecture of the system suggested in this paper hasntaio phases for automatic summarization:
preprocessinghase, in which all the activities needed for extractifigrmation and detecting the semantic
relationships in text are done, apdocessingphase in which using the information obtained from the
previous phase, the most important and coherent senteeceslected to put in the summary. Each of these
phases consist of some steps that we will discuss theetail.d

3.2.1 Preprocessing

In this phase the basis for producing summary is created indbswme steps. Fig. 1 shows the steps in this
phase. As it can be seen, the text intended to be surgdasithe input and graph representation of it is the
output. The steps in this phase are respectively:

A. Tokenization: In this step, which is the first step of the systenhigcture, input text which is a
stream of text is parsed into tokens (words, signs arat otkaningful elements).
B. Sentence Boundary Detection: In this step, sentence boundaries (start and finish) agxhertit

are detected. For this purpose, the punctuation marks timet @bthe end of Persian sentences {., !
and ?} are used.

B

Phase 1: Preprocessing
/_v
Tokenization

Sentence
boundary
detection
7 NER
Anaphora A 4

resolution Relation
| Extraction

v
Graph Representation of input text

Fig. 1. Preprocessing phase
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C. Anaphora Resolution: Anaphorais the language phenomenon of referring to an entity ¢bbje
an event) that has been mentioned beforeasaghhora resolutionn the process of detecting these
entities [45]. Imagine a document that its subject is al@sahame Bell, the inventor of telephone.
It is possible thahis name has been mentioned only once at the beginning of thandxfter that
pronouns (such as “his”) or referential phrases (such as ifthentor”) are used to refer to him.
Because of that sentences are taken as considereghtesstthese references will certainly break.
So sentences must have semantic independence as much bk pissot, these pronouns can
affect the results when matching elements of each sentgwards and phrases) with ontology
entries. Therefore in each high level task of natural lareyymgcessing, anaphora resolution is
performed as a necessary step. In Persian language, pr@asoarsyntactic word, only refers to
person and number and is divided to seven typgseidonal adjoining personaldemonstrative
reflexive/emphaticreciprocal questionandindefinite pronouns.

Unfortunately, because there aren't any modules for reglagionouns and referential phrases with
corresponding references in Persian language, we used la singprudimentary solution. For this purpose
we only replaced personal and demonstrative pronouns and refussglaoe other types of pronouns and
referential phrases. For better understanding, look at thisEaa

[Grahame Bell] is the [first inventor of practicaléphone]. [He] was one of the founding members of
the National Geographic Society. [The inventor of telephomé]p] was born in Edinburgh, Scotland,
was educated at the University of London.

By identifying personal pronouns {l, you, he/she, we, yod #ey} and also name of people in Persian
language, personal pronouns are detected and are replétethev latest person name that has been
mentioned in the previous sentence. We used Persian Wikifeedidentifying names of people. In the
above example, [He] will be replaced with [Grahame BEl. the adjoining type of personal pronouns that
come with another word; like~ti&” (my book), “«w€” (your book), ‘Lus” (his/her book), based on the
stemming done in the next step, the adjoining pronoun is removedttfi@mord and only the stem, i.e.
“l€” (book) remains. Also for demonstrative pronouns™(this) and 41" (that), replacement is done with
the first name which is mentioned before (nearest nanfiereb@ronoun). For the remaining types of
pronouns such as reflexive/lemphatic pronouns (myself, difjfpsquestion pronouns (which, whom),
indefinite pronouns (any, none) and reciprocal pronouns (@hei), no replacement is done.

However, because the system has an ontology-based method, acing(te referential phrases with their
respective references, is justified. For example, in tteemple above, [Grahame Bell] is a sample of
“inventor” and is specifically “inventor of telephone”, sbi$ semantically related to [The inventor of
telephone] and their entities are related and adjaceheigraph representation (which is created in the last
step of preprocessing phase). Therefore most types ofingféor Grahame Bell by referential phrases are
somehow identified using semantic network existing imlagly, and their relationships are maintained.

Without doubt the approach of this paper for anaphora resolbtis some flaws; but as said before, because
there is no module for this purpose and because of the impertdranaphora resolution, this rudimentary
approach is chosen. However, results show that using gpi®ach improves the summarization process.
Obviously using more comprehensive and reliable approadteanfiphora resolution will improve the
results further.

D. Stemming: Stemming means reducing morphologically alike words to @lsirterm which is
calledstemor root [46]. For example the word=>siw” (difficulties), is reduced to the root)Sis”
(difficulty). FarsNet knowledgebase consists of stemsesponding to entities, not their different
morphological shapes, therefore reducing different morpholagfiesords to their stems seems
necessary. For this purpose we used the automatic stefomersian words that is created by
Nojavan, Ramezani and Feizi-Derakhshi [47]. This automstBenmer uses a combination of
linguistic rules and a database for identifying roots e§igaa words.
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E. Named Entity Recognition (NER): NER is identifying important names in text such as names of
individuals, organizations and locations [48]. As we know, ogiplis a hierarchical database of
beings. For identifying the beings that have a name, wehsshadl the words and phrases of the
input text in the FarsNet ontology; so if there is atalhafor each search, a named entity is
identified. FarsNet version 2.0 is the basis for ontologethaslculation in this paper. Obviously,
the number of entries in ontology affects the resfitthis step. The identified entities will be the
vertices of the graph that shapes the conceptual basiglfnting sentences of the summary. By
detecting the relationships between the entities, ttaphgwhich is a representation of the input
text, will be completed in next step.

F. Relation Extraction: This is the last step of the preprocessing phase witéclpurpose is
completion of the graph topology and creating a graph septation of the input document. By
identifying the entities in previous step, verticeshaf graph are created. In this step, by extracting
semantic relations between entities from ontology, thes¢iort are drawn as edged between the
vertices, and the graph gets completed. For this purposet, @ semantic relations consisting of
synonymy, antonymy, meronymy, hypernymy, hyponymy that exgacted from FarsNet
ontology, are used.

If one vertex exists in another synset, a directed &dgdd be drawn between them (originating from first
vertex). At the same time, the synsets themselveterelaach other by means of semantic relations such as
hypernymy, hyponymy or meronymy. If the word X is a spbtgr an instance of Y, then X is a hyponym of
word Y (or Y is a hypernym of word X). For example “GrakaBell” is a hyponym for “Inventor” (also
“inventor” is a hypernym for “Grahame Bell”). Also if ¥ a part of Y, Y is meronymy of Y. For example
finger is a meronymy of hand. If there is hypernymy, hymaoyn or meonymy relation between a pair of
vertices, a directed edge would be drawn between them.blsxtracting the antonymy relation between
entities from FarsNet, if there is antonymy between wedices, another directed edge would be drawn
between them. The idea behind this approach is that ecésta each of these relations between vertices,
represents the semantic relation between them. By doisiga graph representation of the input document
would be created that includes semantic relations betwgentities, and semantic schema of the document.
The resulting graph is a small sub-graph of the eniitigbe ontology and relations between them. It must
be noted that since there might be more than one of theienstaps between two vertices, in the resulting
graph it is possible two draw more than one edge betweenettioes (directed multigraph).

3.2.2 Processing

Fig. 2 demonstrates the steps in this phase. In thisephg processing the information obtained from
previous phase, most important and coherent sentences wasgtebted for summary. As it can be seen in
Fig. 2, the input of this phase is graph representatianpuit text, and the output is the summary of the
original text. This phase has 4 steps that are resphctive

A. Selecting the Most Connected Component: Usually in different texts, despite the existence of a
main/central topic, there are many side topics. The graghmesentation resulting from
preprocessing phase, is a complete replacement for e text and contains all the topics in it.
Existence of different topics in the input text would creatéediht connected components. The
goal of this paper is to produce coherent summaries of inguitéthout a doubt, given the size of
final summary (which is usually 30% of the input text)iting sentences from different topics in
the input text, would not result in a coherent summargaBse of that, in this part, we want to
select the most connected sub-graph, to identify the mgsirtemt/central topic discussed in the
input text. The selected sub-graph creates the basicéoing sentences and their placement in
summary. By doing this, side topics (less relatedc®)pivould be eliminated and only most
important/central topics of the input text will remaimpdathe summarization system will
concentrate on the core topic. For this purpose, the comptiratrhas the most vertices (entities)
and the highest sum for the degrees of its vertices, wobeldelected as the most connected
component.
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Graph Representation of input text

/[ Phase 2: Processing ]\

L—p| Selecting the most
connected
component

Graph analyzer

Sentence scoring

Sentence
selection

A 4

\ 4

Summary

Fig. 2. Processing phase

Graph Analyzer: In extractive summarization, summary is produced by selpdi subset of
sentences of original text. For this purpose, a séeimnost central sentences would be selected
that contain the most important information of the ioadjtext. Usually the degree of centrality of a
sentence is determined based on the centrality of its wd@ls PAfter identifying the most
important topics in a text, we want to determine the degfentrality for each one the entities,
and by using it, calculate the degree of centrality for @fi¢che sentences. For this purpose we use
3 graph-based evaluation measures, includiegree centrality{50], eigenvector centralityf51]
andbarycenter centrality52], for evaluating the importance/centrality of each ofiges (entities).

Degree centrality: Based on this measure, centrality of each vertices/naslgui to its degree,
or number of its connections. Since this is a directagly degree of each vertex is equal to sum
of the inward and outward edges of it. Based on this uneaslegree of a vertex being high
means that it is more connected to other verticessseihantic importance is higher.

Eigenvector centrality: This measure is an expansion of the degree centrality, bueuddgree
centrality, the centrality of a vertex/node is not medgpendent on its degree, but also degrees
of the vertices that are connected to it affect its adityr In other words, based on this measure,
centrality of a node would be higher if it is connected tceothodes with high centrality.
Therefore a vertex with few connections to nodes with kiggrees, has more centrality than a
vertex that has more connections, but with low degree verfideerefore centrality of each node
equals to sum its degree with degrees of vertices &t direct connection (direct edge) with it.
Barycenter centrality: Unlike the two measures before, that centrality ofieestwas based on
its degree or its adjacent vertices degree, inntfgasure, the number of edges in the shortest path
represents its centrality. Based on this measure,niwi@ of barycenter centrality of vertex v
equals to 1/ total distance from vertex v to all othetises. Based on this measure if the sum of
distances of the vertex from other vertices is high, thervéntex has less centrality, because it
does not have direct (semantic) relation with other verticelsvice versa. The highest amount of
this centrality is achieved when distance of the verteth wivery other vertex is one, which
means there is a direct edge between the two verticabislrcase, certainly of the entity in
question is of high importance that has direct semarititioas with other entities. Also in this
measure, if there is no path between two nodes, disbetaeen them would be taken as infinite.
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C. Sentence Scoring: In this step we are decided to determine the centrafityach sentence and
achieving a ranking of them. For this purpose, 2 typesaresovould be calculated for each of the
sentencesstatic centrality scoreanddynamic centrality scoreBased on the static centrality score,
score of each sentence is calculated individually. In otfeds, in this approach, score of each
sentence is calculated merely based on its relation wéthmihst important topic of the text. For
doing this, after determining the centrality of each of thetiestin previous step, its static
centrality score would be equal to the sum of centralitgll the entities inside it, that has been
calculated based on a measure (of the measures mentionediouprstep) selected by the user. It
must be noted that based on the selection of the most conpeacted the graph, numerous entities
has been removed. Functional basis of the summarizsggiam would be this selected sub-graph,
and centrality of the entities that are not in it woddtaken as zero; since we want to achieve more
coherent sentences, this approach is justified. Also, dieroto prevent short sentences being
sacrificed at the expense of longer sentences, this iscooemalized with the length of sentences.

Dynamic centrality score of the sentences is suggestexdar to increase coherence of the summaries, and
based on it, score of the sentences are calculated notbaséd on the relation of them with the most
important topic of text, but also score of the previous @ext sentences would affect their chance of being
selected. In other words, with this technique, selecticm s#ntence for putting in summary would increase
the chance of selection for its next and previous sentefitesidea behind this approach is that since
sentences with high scores are more related to main top&tpfind considering the fact that in well written
text, adjacent sentences have high semantic correlationif frevious and next sentences of a sentence are
selected for summary, their score would affect thwresof the sentence, therefore increasing the semantic
relation between sentences of summary. Static centsalitye of the sentence affect their dynamic centrality
score. For calculating this score, in first step stegietrality score of the sentences must be calcularati,
sentences are sorted based on this score. Then consitheraogripression ratewhich represents the length

of summary in relation to the original document, sentend#s fvghest static score are nominated for
putting in the summary. Final decision for their selectisrmade based on dynamic centrality score of the
sentences. Dynamic score of sente§eguals to:

DCScore (5 (X1 x IFi; x SCScore (3))
+ SCScore (B
+ (%41 x IFiy x SCScore (§)) (1)

Which in this equationX is a coefficient that if the previou§.() or next sentenceS(,) is selected it would

be 1 and if not selected, it would be $CScore ($is static centrality score of th& sentence that is
calculated based on one of the graph evaluation methods s#iddoesforelF is impact factor that is used to
control the amount of influence current sentence takes fr@vious and next sentences in order to prevent
fast convergence the selected sentences to sentences withdriggh Fhe value df is calculated based on
the equation 2 proportional to occurrence of entities afeotirsentenc& in previous (next) sentence and
also adjacency of these entities to the entities of previmert) sentence. This impact factor that implicitly
refers to relation of the current sentence to previoast{rsentence, is normalized with length (number of
words) of current sentence and sum of the number of edgeseloednties in current sentence.

IF_ = Number_of _Common_Entities_Between S _and_S_; N

a LengtH(S) @
Number_of _Common_Edges Among_Entities_in_§ _and_S_,
Total_Number_of _Edges Among_Entities_in_S

D. Sentence selection and summary production: As the last step of the summarization process, in
this step sentences are sorted based on D@Bcoreand considering the compression rate,
sentences with highest score are selected for puttingeisummary. In this paper we have used
30% compression rate for all the summarization procea$gsh is a common compression rate.
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4 Evaluation Results and Discussion

Approaches for evaluating automatic summarization syssmgenerally divided in two typesxtrinsic
evaluations andntrinsic evaluations [53]. In extrinsic evaluation approaches,qtmity of summary is
evaluated based on performing specific tasks (such asnafion retrieval), while in intrinsic evaluation
approaches, quality of summaries are evaluated independetlpased on analysis of summary ([53] for
more study). It can be said that in intrinsic evaluagpproaches for automatic summarization systems, in
fact it is coherence and informativeness of the summbay is being evaluated, while in extrinsic
approaches, it is the effect of produced summaries in othes sagh as text categorization, that is being
evaluated [54].

The basis for evaluation and comparison of results afmaatic summarization systemsyétem summayy

are summaries that are produced by humans, which are deferssgoldenor reference summarie#\s
mentioned before, summaries produced by a generic summarizatitem, must cover all the topics
discussed in original text; also in golden summaries prodogdtimans for purpose of evaluating generic
summarization systems, it is tried to cover most impogantences from all the topics as much as possible
and this means variety of topics in summaries anddelssrency; and this contradicts our goals. Therefore
golden summaries that contain different topics from origimaluchent and suffer from lack of coherence,
are not a good measure for evaluating success of a sys#ns trying to achieve coherent summaries. In
other words for evaluating coherence of a system sugpmee must have a coherent golden summary.
Hence we have produced coherent golden summaries from a detwhents that only contain sentences
related to most important/central topics discussed in th&n Mdocuments; we have used these human
produced summaries to evaluate the results of the seggasttem.

For evaluating the results of summarization we have BsecisionandRecallintrinsic measures and also
F-scoreas a combination of these two. Precision measureeidréittion of retrieved instances that are
relevant, and recall is the fraction of relevant ins&s that are retrieved [55]. With regard to the faat e
deal with sentences as desired text units, it can belstightecision measure equals to number of common
sentences between golden summary and system summary dbydedmber of sentences in system
summary. Also recall measure is equal to number of comrantersces between golden summary and
system summary divided by number of sentences in goldemayn53]. F-score measure is equal to
harmonic average of precision and recall measure and woelguae to (2xPxR)/(P+R).

The objective of the ontology based summarization systeigrdekin this research, is to produce coherent
summaries. For this purpose, by using ontology and semial¢ittons in it, based on a graph structure
extracted from ontology that its vertices are entities anddges are relations between these entities, most
central sentences are identified based on their staticatignscore, and are nominated for being put in the
summary. As it was discussed in 3.2.2, by using three uresasf degree centrality, eigenvector centrality
and barycenter centrality, it is possible to evaluate aliytiof graph vertices and calculate static score of
the sentences in the text. After identifying nominated seete for being in the summary by using static
centrality score, dynamic centrality score (equationf®ach of the sentences is calculated and a ranking of
them is achieved based on this score. Finally, accordinget@ompression rate, sentences with highest
dynamic centrality score are selected to be in the summabje 1 (and its corresponding diagram in Fig. 3)
shows the evaluation results for the summaries producedtelsuggested summarization system; it contains
three measures of precision, recall and F-score basedeowretttrality evaluation measure used for
evaluation. These values presented in Table 1 are thesrefalerage values, obtained from evaluation of a
set of documents (110 documents).

Table 1. Evaluation results using dynamic centrality score

Centrality evaluation metric Precision (%) Recall (%) F-score (%)
Degreecentrality 64.8¢ 61.97 63.38
Eigenvector centrality 69.80 66.18 67.98
Barycenter centrality 61.20 57.64 59.40

10
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Fig. 3. Evaluation results using dynamic centrality score

As it can be seen, eigenvector centrality has achicheetheést results among these three measures. In other
words, among three measures for evaluating centralitynteesure that considers the degree of the adjacent
vertices in addition to degree of each vertex, hasrettdormance in evaluation of importance of different
textual parts. Also, summaries produced using degree dgniraasure have attained better results than
barycenter centrality measure for precision, recall ancbFesmeasures. It can be deduced that in evaluating
centrality of graph vertices, measures that are baseeategree of vertices (in first place the measure that
considers the degree of the current vertex and degree afdjacent vertices, and in second place, the
measure that only considers degree of the current verter) etter performance than measures that are
based on the distance of the vertices from each other.

And for comparing the success of the suggested techmguedducing coherent summaries, we have also

done the summarization only based on the static cagtsalore. Table 2 (and its corresponding diagram in

Fig. 4) shows the evaluation results of the produced sui@sndor precision, recall and F-score measures

considering three measures of calculating the centralggmtiences. Summarization results of this approach,
same as dynamic score approach, are best when eigemeectrality measure has been used, and after that,
degree centrality and barycenter centrality respectivelg liae best results. Likewise, these values are the
average of results of each approach for a set of suiesria each of the three evaluation measures.

Fig. 5 shows a schematic comparison of F-score of suimsnproduced using both dynamic and static

centrality score. As it can be seen, while both approaches a similar pattern, summarization based on
dynamic score is more successful in achieving more eaohsummaries.

64

62

60 -

58 ,%@
—e— Degree centrality

56 . .
\ Eigenvector centrality
54 Y -
\/‘ —&— Barycenter centrality
52

50 T )
Precision Recall F-Score

%

Evaluation metrics

Fig. 4. Evaluation results using static centrality score
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Fig. 5. Comparing summaries produced using dynamic and static
centrality scores

Table 2. Evaluation resultsfor summarization using static centrality score

Centrality evaluation metric Precision (%) Recall (%) F-score (%)
Degree centrality 59.44 57.18 58.30
Eigenvector centrali 63.32 59.72 61.50
Barycenter centrality 55.84 52.04 54.12

5 Conclusion

In this paper with goal of achieving coherent summariesutomatic text summarization, an extractive and
generic summarization system is designed that uses ontolodgpasis for producing summaries and
increasing relation between its sentences. The idea b#tiéndpproach is that by selecting a sentence to be
in the summary, the chance of its adjacent sentences tothe summary would be increased. Evaluation
results of summaries produced, shows that this idea hams doeeessful in achieving coherent texts for
generic summarization without any queries. But consideringflives in the suggested approach for
anaphora resolution, it is expected that using more compiebesygproaches for this purpose, and more
complete versions of FarsNet ontology would be effedtivenproving the results.

Competing Interests

Authors have declared that no competing interests exist.

References

[1] Jones KS. Automatic summarizing: factors and diomsti In Advances in automatic text
summarization, Cambridge, MA: MIT Press. 1999;1-12.

[2] Jezek K, Steinberger J. Automatic text summarizafidre state of the art 2007 and new challenges).
In Proceedings of Znalosti. 2008;1-12.

[3] Lloret E. Text summarization: An overview. Pap. Suppoy spanish Gov. under Proj. TEXT-MESS;
2008.

[4] Nenkova A, McKeown K. A survey of text summarizatitechniques. In Mining Text Data.
Aggarwal CC, Zhai C. Eds. Boston, MA: Springer. 2012;43-76.

12



Ramezani and Feizi-Derakhshi; BJIMCS, 19(6): 1-T8,68 Article no.BIMCS.27549

(3]

(6]

(7]

(8]

(9]

(10]

(11]

(12]
(13]

(14]
(15]
(16]

(17]

(18]

(19]

(20]

[21]
[22]

(23]

[24]

Lloret E, Palomar M. Text summarisation in progress:literature review. Artif. Intell. Rev.
2012;37(1):1-41.

Saggion H, Poibeau T. Automatic text summarizatiostParesent and future. In Multi-source,
Multilingual Information Extraction and Summarization, Sprin@13;3-21.

Gupta V, Lehal GS, A survey of text summarization a&tive techniques. J. Emerg. Technol. Web
Intell. 2010;2(3):258-268.

Lee JH, Park S, Ahn CM, Kim D. Automatic generic do@nt summarization based on non-negative
matrix factorization. Inf. Process. Manag. 2009;45(H30D

Mani |, Maybury MT, Sanderson M. Advances in automdéxt summarization. The MIT Press.
1999;26(2):280-281.

Bamberg B. What makes a text coherent?. Coll. Con(pasimun 1983;417-429.

Landauer TK, Dumais ST. A solution to Plato’s problérhe latent semantic analysis theory of
acquisition, induction, and representation of knowledge. PsyRbo. 1997;104(2):211-240.

McKoon G, Ratcliff R. Inference during reading. Psyic Rev. 1992;99(3):440.

Barzilay R, Lapata M. Modeling local coherence: Anitgstiased approach. Comput. Linguist.
2008;34(1):1-34.

Lawson T. A conception of ontology. Mimeogr. Un@ambridge; 2004.
Gruber TTR. What is an Ontology; 1993.

Lapata M. Probabilistic text structuring: Experimentshwdentence ordering. In Proceedings of the
41 Annual Meeting on Association for Computational Linguist803;1:545-552.

Althaus E, Karamanis N, Koller A. Computing locatigherent discourses. In Proceedings of tHé 42
Annual Meeting on Association for Computational Linguistics. 2894

Lapata M, Barzilay R. Automatic evaluation of tewherence: Models and representations. In IJCAI.
2005;5:1085-1090.

Lin Z, Ng HT, Kan MY. Automatically evaluatingext coherence using discourse relations. In
proceedings of the 49annual meeting of the association for computational lingsisHuman
language technologies. 2011;1:997-1006.

Crossley SA, McNamara DS. Cohesion, coherence, goerteavaluations of writing proficiency. In
Proceedings of the 32annual conference of the Cognitive Science Society. 2010;984-989

Luhn HP. The automatic creation of literature alestrdBM J. Res. Devl958;2(2):159-165,.

Dehkordi P, Kyoumarsi F. Using gene expression programimirggutomatic text summarization.
Middle East J Sci Res. 2013;13(8):1070-1086.

McKeown K, Radev DR. Generating summaries of rpléthews articles. In Proceedings of thé' 18
annual international ACM SIGIR conference on Research andageweht in information retrieval.
1995;74-82.

Lin CY, Hovy E. From single to multi-document sunmimation: A prototype system and its

evaluation. In Proceedings of the"4@nnual Meeting on Association for Computational Linguistics.
2002;457-464.

13



Ramezani and Feizi-Derakhshi; BJIMCS, 19(6): 1-T8,68 Article no.BIMCS.27549

[25]

[26]

[27]

(28]

[29]

(30]

(31]

(32]

(33]

(34]

(35]

(36]
[37]

(38]
(39]
[40]

[41]

[42]

Chowdary CR, Sravanthi M, Kumar PS. A system foery specific coherent text multi-document
summarization. Int. J. Artif. Intell. Tools. 2010;19(05):5626,.

Mithun S, Kosseim L. Discourse structures to rediiseourse incoherence in blog summarization. In
RANLP. 2011;479-486.

Christensen J, Mausam SS, Soderland S, Etzioni ©Owailds coherent multi-document
summarization. In HLT-NAACL. 2013;1163-1173.

Miller T. Latent semantic analysis and the constructibooherent extracts. Recent Adv. Nat. Lang.
Process. Ill. 2004;260:277-286.

Landauer TK, McNamara DS, Dennis S, Kintsch W. Hmuwk of latent semantic analysis.
Psychology Press; 2013.

Celikyilmaz A, Hakkani-Tur D. Discovery of topicall}coherent sentences for extractive
summarization. In Proceedings of the"48nnual Meeting of the Association for Computational
Linguistics: Human Language Technologies. 2011;1:491-499.

Jiang J, Zhai C. Extraction of coherent relevans@gss using hidden markov models. ACM Trans.
Inf. Syst. 2006;24(3):295-319,.

Zhang R, Li W, Gao D. Generating coherent summariés textual aspects. In AAAI. 2012;1727—
1733.

Yoo I, Hu X, Song IY. A coherent graph-based sematitistering and summarization approach for
biomedical literature and a new summarization evaluati@thod. BMC Bioinformatics. 2007;
8(Suppl 9):S4.

Shamsfard M, Akhavan T, Joorabchi ME. Persian desinsummarization by parsumist. World
Appl. Sci.J. 2009;7:199-205.

Kamyar H, Kahani M, Kamyar M, Poormasoomi A. Aat@matic linguistics approach for persian
document summarization. In Asian Language Proceg$iid?), 2011 International Conference on.
2011;141-144.

Zhang R. Coherence-targeted text summarization. Ting Hong Polytechnic University; 2013.

Nishikawa H, Arita K, Tanaka K, Hirao T, Makino Matsuo Y. Learning to generate coherent
summary with discriminative hidden semi-markov model. locBedings of COLING 2014, the 25
International Conference on Computational Linguistics. 20 4816659.

Schiffrin D, Tannen D, Hamilton HE. The handbook otdigrse analysis. John Wiley & Sons; 2008.
Zienkowski J, Ostman JO, Verschueren J. Discursiagrpatics. John Benjamins Publishing. 2011;8.

Taboada M, De los Angeles GOmez-Gonzalez M. Dissounarkers and coherence relations:
Comparison across markers, languages and modalities. Linguist Sci. 2012;6(1-3):17-41.

Wang Y, Guo M. A short analysis of discourse coherehdeang. Teach. Res. 2014;5(2):460-465.
Shamsfard M, Hesabi A, Fadaei H, Mansoory N, iaamd\, Bagherbeigi S, Fekri E, Monshizadeh M,

Assi SM. Semi automatic development of farsnet; thsiae wordnet. In Proceedings df &lobal
WordNet Conference, Mumbai, India; 2010.

14



Ramezani and Feizi-Derakhshi; BJIMCS, 19(6): 1-T8,68 Article no.BIMCS.27549

[43]

[44]

[45]

[46]

[47]

(48]

[49]

(50]

[51]
(52]

(53]

[54]

(58]

Miller G, Fellbaum C. Wordnet: An electronic lexigdtabase. MIT Press Cambridge; 1998.

Shamsfard M. Developing FarsNet: A lexical ontology fersian. In 4 Global WordNet
Conference, Szeged, Hungary; 2008.

Mitkov R. Anaphora resolution. Routledge; 2014.

Gupta V. Automatic stemming of words for punjabi langgialn advances in signal processing and
intelligent recognition systems. Springer. 2014;73-84.

Nojavan MB, Ramezani M, Feizi-Derakhshi MR. Autornattemming of persian words using an
optimal combination of lexical rules and database.irernational Conference of Iranian Society
for Promotion of Persian Language and Literature. 2013;1-11.

Mohit B. Named entity recognition. In Natural Langudyecessing of Semitic Languages. Zitouni |,
Ed. Springer. 2014;221-245.

Erkan G, Radev DR. LexRank: Graph-based lexical aktytras salience in text summarization. J.
Artif. Intell. Res.(JAIR). 2004;22(1):457-479.

Freeman LC. Centrality in social networks concelptlarification. Soc. Networks. 1979;1(3):215—
239.

Bonacich P. Some unique properties of eigenvecturaldy. Soc. Networks. 2007;29(4):555-564.
Beveridge A. Centers for random walks on trees MsIA Discret. Math2009;23(1):300-318.

Steinberger J, Jezek K. Evaluation measures for taximgrization. Comput. Informatics. 2012;
28(2):251-275.

Jagarlamudi J. Query-based multi-document summamizaising language modeling. Master’'s
thesis, IlIT Hyderabad; 2006.

Ruger S. Multimedia information retrieval. Synttect. Inf. Concepts, Retrieval, Serv. 2009;1(1):1-
171.

© 2016 Ramezani and Feizi-Derakhshi; This is anrOfsecess article distributed under the terms ofGheative Commons Attribution
License lgttp://creativecommons.org/licenses/by)}4 @hich permits unrestricted use, distributiondareproduction in any medium,
provided the original work is properly cited.

Peer-review history:

The peer review history for this paper can be aceg$ere (Please copy paste the total link in your
browser address bar)

http://sciencedomain.org/review-history/16891

15



